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Basic Knowledge

NEXUS Characteristics

NEXUS is a message-based trace protocol. A NEXUS hardware module generates the trace messages.
Trace messages can be generated for activities of core(s), eTPU(s), GTM(s), for activities of DMA
controller(s), of FlexRay controller(s), of SRAM port sniffers and other units. The Source Processor
Identifier in the NEXUS messages identifies the trace source.

NEXUS hardware modules are available in two versions:
J NEXUS Class 2 + Modules provide the visibility of the instruction flow and task switches.

. NEXUS Class 3 + Modules provide the visibility of the instruction flow, load/store operations, task
switches and trace information generated by code instrumentation.

Trace messages generated by a NEXUS module:

J can be exported off-chip via a parallel trace interface.
. can be exported off-chip via a serial (Aurora) trace interface.
o can be stored to an on-chip trace memory (trace to memory).

NEXUS hardware modules are compliant to one of the following standards:

. IEEE-ISTO 5001™-2012

Serial (Aurora) trace interfaces are always compliant to this standard.
. IEEE-ISTO 5001™-2008
. IEEE-ISTO 5001™-2003

Before you continue with this training, refer to your processor manual and check:
. Which class is supported by your NEXUS module?

J Are trace messages exported off-chip via a parallel or serial trace interface?
J Are trace messages stored to an on-chip trace memory?

J Which NEXUS standard is supported by your NEXUS module?
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Limited Bandwidth

Regardless of the implementation of your NEXUS module (off-chip export or on-chip trace memory) it may
happen while testing that more trace messages are generated than the trace interface/memory interface can
convey. This may disturb your tests.

For a better understanding of this issue and its counter-measures, a short introduction into the NEXUS
protocol is given. The following example configuration is used: MPC5775K with parallel trace interface
consisting of 16 pins (MDO) for the export of NEXUS messages. The term trace beatis used for the trace
information that is transferred per trace clock.

Branch Trace Messages (All NEXUS Classes)

Branch trace messages provide a standard protocol for instruction flow visibility.

Direct Branch Messages

TCODE number = 3 (6 bits) TCODE number = 4 (6 bits)
Source processor identifier Source processor identifier
(4 bits) (4 bits)

Number of sequential Address space indicator

instructions executed (1 bit)
since the last taken :
branch (1 to 8 bits) _Number_ of sequential
instructions executed
Timestamp (optional) since the last tal_(en
(0 to 30 bits) branch (1 to 8 bits)
Branch destination
11 to 48 bits address (1 to 32 bits)
in 1 to 4 trace beats
Timestamp (optional)
(0 to 30 bits)

in 1 to 6 trace beats
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Indirect Branch History Messages (All NEXUS Classes)

Indirect Branch History Messages can be used to save bandwidth, since only indirect branches cause

messages. Information on direct branches is stored in the Direct Branch History.

Indirect Branch History Messages are recommended for:

small trace ports if they have bandwidth problems

long instruction flow traces

TRACE32 Trace Mode STREAM

multi-source traces

Indirect Branch History Messages

TCODE number = 28 (6 bits)

Source processor identifier

(4 bits)

Address space indicator
(1 bit)

Number of sequential
instructions executed
since the last taken
branch (1 to 8 bits)

Branch destination
address (1 to 32 bits)

Direct branch
history (1 to 32 bits)

Timestamp (optional)
(0 to 30 bits)

14 to 113 bits
in 1 to 8 trace beats
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J The caveat of the use of Indirect Branch History Messages is a less accurate timestamp, since
less NEXUS messages are generated and timestamped.

BiTraceList =0 =R
(& setup...|[ 1% Goto... | #3Find... || P chart || I Profile || HEMIPS |[% More|[X Lesg
run address lcycle  |data |symbaol [t£1. back Ly
-00339572 P 400010EQ ptrace ‘“Mdiabe_inthdiabc\func40+0x84 0. 660us =
c1is r&,0x4000
addi rg,rg,0x4258 £
slwi r7,r31,0x3 =
add r8,r8,r7 E |
stw r3,0x0(r8)
stw r4,0x4(r8)
addi r3l r31,0x1
580 for ( x =0.0; x < 62. 8 H X += 0 1 3
Twz r3,0x8(rl) | HTM OFF
Twz r4,0x0C(r1)
Tis r5,0x3FB9
ori r5,r5,0x9999
Tis ré6,-0x6667
ori ré,r6,0x999a
1 0x40001828
-00339571 P:40001828 ptrace ‘““diabc_int'Global'_d_add 4. 500us
cmr ril,rl
stwu rl,-0x40(r1)
mf1r r0
b1 0x40003018 211
-00339570 P:40003018 ptrace ‘Wdiabe_int\Global'_savegpr_21_1 1.160us
costw r21,-0x2C(ri1) !
stw r22,-0x28(r11)
stw r23,—0x24(rll)
stw r24,-0x20(r11)
stw r25,-0x1C(ri1)
stw r26,-0x18(r11)
stw r27,-0x14(r11)
stw r28,-0x10(r11)
stw r29,-0x0C(ri1)
stw r30,-0x8(r11)
stw r31,-0x4(r11)
E%w r0,0x4(r11)
r
-00339569 P:40001838 ptrace ‘““diabc_intYGlobal'_d_add+0x10 2.000us -
] »
B:Trace.List = | = |
(& setup...|[ 13 Goto... || F3Find... || A chart || Bl Profile || Bl MIPS ][A More|[ X Less
run |address lcycle  |data |symbaol [t1.back Loy
E l1s ré&,0x4000 =
addi rg,r8,0x4258 =
sTwi r7,r31,0x3 =
add r&,r8,r7 |
stw r3,0x0(r8)
stw r4,0x4(r8)
add'i1C ( r31,r31,0x1 1
580 or x=0.0; x<62.8; x+=0.11
Twz r3,0x8(r1) HTM ON
Twz r4,0x0C(r1)
Tis r5,0x3FB9
ori r5,r5,0x9999
Tis ré6,-0x6667
ori ré,r6,0x999a
b1 0x40001828
Fmr ril,rl
stwu rl,-0x40(r1)
mf1r r0
b1 0x400030158
costw r21,-0x2C(ri1)
stw r22,-0x28(r11)
stw r23,-0x24(r11)
stw r24,-0x20(r11)
stw r25,-0x1c(ri1)
stw r26,-0x18(r11)
stw r27,-0x14(r11)
stw r28,-0x10(r11)
stw r29,-0x0C(ri1)
stw r30,-0x8(r11)
stw r31,-0x4(r11)
E%w r0,0x4(ri1)
r
-00060832 P:40001838 ptrace “Wdiabo_inthGlobal'_d_add+0x10 8. 500us
Fomr r24,r3 -
‘ »
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Data Trace Messages (NEXUS Class 3 only)

Data trace messages are used to export information on the load/store operations.

Data write messages

TCODE number =5 (6 bits) TCODE number = 6 (6 bits)
Source processor identifier Source processor identifier
(4 bits) (4 bits)

Address space Indicator Address space Indicator
(1 bit) (1 bits)

Data size (4 bits) Data size (4 bits)

Data write address (1 to 32 bits) Data read address (1 to 32 bits)
Data write value (1 to 64 bits) Data read value (1 to 64 bits)
Timestamp (optional) Timestamp (optional)

(0 to 30 bits) (0 to 30 hits)

17 to 141 bits
in 2 to 9 trace beats in 2 to 9 trace beats

Exporting information on load/store operations may easily generate more trace messages than the
interface in use can convey. This is most likely to occur when several data accesses are carried out
in quick succession.
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If information on all load/store operations is exported, each data access can be correlated to its instruction
(data cycle assignment).

2 Trace.List EI@
(& setup...|[ 13 Goto... |[ #3Find... | M Chart ]L M Profile || B MIPS ][‘ More|[ X Lesg
record run |address cycle |data symbol ti.back
+00187894 L P:400013AC ptrace wdiabc_inthdiabc\sieve+0x2d 0.320us
F cmpwi r31,0x12
11s ri2,0x4000 =
addi r12,r12,0x5620 &
14 r11,0x1  ; r1l1,1
sthx ri1,r12,,31  ; rii,e124 4
+00187895 D:40005623 wr- byte 01 ‘\diabc_int\Global'flags+0x3 0. 500us
addi r3l,r31,oxl
b 0x40001 3AC
+00187896 P:400013AC ptrace “Mdiabc_inthdiabc\sieve+Ox24 0. 340us
F cmpwi r31,0x12
Tis ri2,0x4000
addi rl2,rl12,0x5620
14 rll le
sthx ,F12,r31
+00187897 D: 40005624 wr— byte 01 ‘\diabc_int\Global'flags+0x4 0. 500us
| addi r3l,r31,oxl -
4 13

If a trace filter is used to export only some load/store operations, the correlation to the instruction is not

always possible.

i) BuTrace.List EI
(& setup...][ 13 Goto... | #3Find... || P chart || Bl Profile || EEMIPS |[# More|[X Lesg
record run |address cycle |data symbaol ti.back
697 flags[ k ] = FALSE;
Tis r12,0x4000
addi r12,r12,0x5620
14 ril,0x0 =
sthx ril,r12,r29 3
698 k += primz; =
add r29,r29,r30
b Ox400013F8
+00081847 D:40005623 wir = byte 00 “\diabc_int\Global'flags+0x3 2.500us
+00081848 P:400013F8 | c “Wdiabe_inthdiabc\sieve+0x70 0. 340us
while { k == SIZE )
[ cmpwi r29,0x12
697 flags[ k ] = FALSE;
Tis r12,0x4000
addi r12,r12,0x5620
J 14 ril,0x0 -
4 I3

/

It was not possible to correlate the load/store operation to its instruction. For this reason the data

access cycle is printed in red and is displayed preceding the next Branch Trace Message.

©1989-2024 Lauterbach
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Ownership Trace Messages (All NEXUS Modules)

Ownership trace messages are trace messages that are generated when a write access to the Process ID
register PIDO (8 bit) occurs.

Ownership trace messages can be used to export OS-related information e.g. task switch information for
NEXUS Class 2 Modules.

Ownership Trace Message

TCODE number = 2 (6 bits)

Source processor identifier (4 bits)

Task/Process ID tag
(32 bits)

42 bits
in 3 trace beats

Alternative for IEEE-ISTO 5001™-2012

Since 8 bits are often not sufficient to encode OS-related information, the 32-bit NEXUS PID Register
(NPIDR) can be used as an alternative. Ownership Trace Messages have also a slightly different format for
IEEE-ISTO 5001 ™-2012.

Ownership Trace Message

TCODE number = 2 (6 bits)

Source processor identifier (4 bits)

Task/Process ID tag
(1 to 32 bits)

Timestamp (optional)
(0 to 30 bits)

11 to 72 bits
in 1 to 5 trace beats
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The Ownership Trace Messages can not clearly be assigned to an instruction. Similar to the filtered Data
Trace Messages they are printed in red and displayed preceding the next Branch Trace Message.

14| BaTrace.List NEXUS List TASK DEFault folle =
(& setup... || ¥ Goto... || #i Find... || A chart || B Profile | HEMPS |[4 More| X Lesd
record nexus run laddress cycle |data symbol ti.back |

T Twinm ¥8,r7,0x4,0x12,0x17 "
or r10,r0,r8 =
extrwi ré,rl2,0x6,0x10 =
or r3,rl0,ré
bl 0x2655C -

-02662152 [TCODE=03 SRC=0 PT-DBM LCNT=000F F:SOOZGSSC ptrace ..Global\osSetRegisterPID24 1.720us |
mtpi r3
nop
srawi r3,r3,0x8
mtpid r3
nop
srawi r3,r3,0x8
mtpid r3
blr

task: bTaskl (0000000C)

-02662149 [TCODE=02 SRC=0 OTM PROCES5=000000F0
= H ptrace . Timer Interrupt_cat2c+0xD4 0. 860us

-02662148 [TCODE=04 SRC=0 PT-IBM MAP=0 ICNT=0008 U-ADDR=000001DC

Watchpoint Trace Messages (All NEXUS Classes)

The Onchip breakpoints of the MPC5xxx/SPC5xxx can be used:
J to stop the program execution at a specific event.

J to generate a pulse on EVTO at a specific event.

- Not available for AMP systems if synchronous break is activated.
- Not available for SMP systems.

J to export Watchpoint Hit Messages.
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Data Acquisition Messages (IEEE-ISTO 5001-2008/2012 and NEXUS Class 3 only)

Data Acquisition Messaging (DQM) allows code to be instrumented to export customized trace information.
Data Acquisition Messages are trace messages that are generated when a write access to the Debug Data
Acquisition Message register DDAM (32 bit) occurs. DQTAG (8 bit) is sampled from the DEVENT register
when a write to DDAM is performed.

The DQTAG field can be used to attribute the information written to DDAM. E.g. the DQTAG field can be
interpreted by the trace tool as a channel ID.

Data acquisition message

TCODE number = 7 (6 bits)

Source processor identifier
(4 bits)

Identification tag
from DQTAG
(8 bits)

Data
from DDAM
(1 to 32 bits)

Timestamp (optional)
(0 to 30 bits)

19 to 80 bits
in 2 to 6 trace beats
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The command group DQMTrace is used to display and analyze the Data Acquisition Messages.

DQMTrace.List

£ B:DQMTrace List EI@
[ & setup... |[1 Goto....|| F3Find... | f|chart |[ ElProfie || BMPS | % More |[ X Less |

record run |address cycle |data symbol ti.back i
+148007 |1 D: 00000001 ddam-wr 00AB1DE3 3.183us -~
+148010 |0 D: 00000001 ddam-wr 00AB85148 3.102us =
+148013 |1 D: 00000001 ddam-wr 00AB81D84 3. 006us
+148016 |0 D: 00000001 ddam-wr 00A85149 3.003us X
+148019 |0 D: 00000001 ddam-wr 00A8514A 0.368us -
+148022 |0 D: 00000001 ddam-wr 00A8514B 0.307us
+148025 |1 D: 00000001 ddam-wr 00AB1DES 3.145us -

4

column layout

address Identification tag

cycle Always “write access to DDAM”
data Exported data

ti.back Timestamp

©1989-2024 Lauterbach
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Multicore Tracing

AMP Tracing

Trace Display

Each TRACERS2 instance analyzes and displays the trace
information generated by the core(s) it controls.

Trace messages generated by clients (DMA, FlexRay etc.) are
assigned to the TRACE32 instance that enabled the messaging.

NEXUS message from core 0

NEXUS message from core 0

e Edit View Var
(w3 eel

I\HEH\. 2 &\
£ BeTrace List | =R <)

NEXUS message from core 1

NEXUS message from core 0

NEXUS message from client1

NEXUS message from core O

NEXUS message from core 1

NEXUS message from core 1

NEXUS message from core 1

NEXUS message from client1

& sep... ][r;som J[ nF d... | Mchar\ J[ Profile ||l MPS J[#Mme][Z Lesd
record run ad cyel bol ti.back |
el e T srarEed T 5
385 i nCorel ¢ Ready C
Tuz 7FOC (L3, £,
cmpw 0
|-00000022 \\demo\demo\main+0x28 1.240us
unti1 core 1 started up *
385 r(orel Read
Tuz v
wod  rl2
beq 0Oxé
|-00000020 F:40000814 \\demo\demo\main+0x28 0.740us
unti1 core 1 started up *
385 " nCorel Ready)
wz 712, 0x7FOC (713)
mpwi 0
387 main_core0()
b1 0x ((((JS
DDDDDDIS BRI —
&

SF:40000954 \\demo\demo\main_coreq stopped at breakpoint WL UP

ov MPCSXXX  Window Help.

LI PR

\»uuacwumww

Trace memory

{BrTraceList oo
& setup.. r;smo ][ n Find... ][ Mchan ][ Profile Bl MIPS ][ More| (X Lesg
record t1.back |
00000025 ..0\Global\GetProcessorTd  1.860us |
-00000023 \\demo\demo\main+0x14 1.240us
376
-00000021 \\demo\demo\main+0x38§ 0.740us
éWse
: at core 1 is ready now
392
1
stw
394
b1
1-00000015 1

SF:40000490 \\demo\demo\main_corel stopped at breakpoint WL UP
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SMP Tracing

Trace Display

Trace information from all trace sources in the SMP system is

displayed together.

NEXUS message from core 1

NEXUS message from core 1

NEXUS message from core 0

NEXUS message from core 1

NEXUS message from client1

NEXUS message from core 1

NEXUS message from core 0

NEXUS message from core 0

NEXUS message from core 0

NEXUS message from client1

Trace memory

i) BxTrace List List TASK DEFault =3
& setup...| 13 Goto... || #3Find... || A Chart [ B Profile || ws Mme [X Lesg
record run |address lcycle |data [ti.back =
T [ e_stw 9, 0x4 (r10) =
L | ebl 0x805E =
0000275101 1 V:0000805E ptrace \\samp]el\osmc\0SWaitRC 2.320us =
| o=
Ho| % A
[L | * Description: Wait for the finish remote service
| =
[L | * Returns:
| =
1 * Notes:
h| =
I
182 1 vo'\dfgllswa'\tkﬁ( volatile OSREMOTECALLCB *rc, CoreIDType remoteCoreld )
L Fsem r
L[ e_stwu  ri,-0x20(r1)
L | se_stw  r30,0x18(r1)
i _mr r30,r3
[L | sestw  r28,0x10(r1) E
L | sesstw  r29,0x14(r1)
L | se_mr r28,r
L | selstw  r31,0x1C(r1)
> L | sesstw  r0,0x24(r1)
i
i volatile OSREMOTECALLCE *remote;
186 [1 remote = &0sRC[!remoteCoreld];
L | cotlzw  r12,r28
L | esrwi  rl2,r12,0x5
| estwi  ro,r12,0x2
L | add r0,ro,ri2
L | e_lbz r13,0x11(r30)
L | elis r31, 0x40000000
1| se_slwi
L | e_addiei r31 r31 OXFAC
It | se_ad r3ior
i
188 [1 for(;:)
[L | e_empi " 0x0,r12,0x1
L | se_1d r29,0x0
I
i T
i /* Wait for reply from remote core */
191 1 while( re->state = OSRC_WAIT )
i
193 1 if( !osstartedonCore( remoteCoreld ) )
L | se_cmpi r28 le
[l | se_bne
-0000275100 [0 00001040 ptr‘:ce \\samp1e1\Global \WTABLE+0x40
— mcerrupt
0 & e 0x9118
0000275098 [0 V:00009118 ptrace ..5Cstandard. 5Cscl. . 4F8D2BCC..0  0.515us
0 = e stwu rl,-0x50(rl)
0 | e stmvgprw OxOC(r1)
0 | e stmvsprw 0x38(r1)
0 | e_stmusrrw 0x48( )
0 | e_bl 0x
10000275097 [0 'V:000077DE ptrcce ..\osisr\0SInterruptDispatcherl 2.195us -
]«
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Source for the Recorded Trace Information

If TRACES32 is started when a PowerTrace hardware and a NEXUS ADAPTER / PREPROCESSOR

SERIAL is connected, the source for the trace information is the so-called Analyzer
(Trace.METHOD Analyzer).

Probe Perf Cov MPC

B CTS Settings...

MNEXUS Settings...

List 4
nm Timing L4
i Chart 4

g Save trace data ...
g Load reference data ...

Reset

The setting Trace.METHOD Analyzer has the following impacts:

1. Trace is an alias for Analyzer.

&B::Trace
METHOD
@ Analyzer|  CéAnalyzer © Onchip © ART (C) LOGGER
state used ACCESS
(©) DISable auto -
@ OFF 0.
) Arm SIZE CLOCK
() trigger 134217728,
() break
SPY Mode Mode
@ Fifo [¥] sLave

commands () Stack
() Leash
) STREAM

i RTS
[¥] AutoArm
[7] AutoInit
[[] selfarm

[E=H =R 555

(©) SNOOPer () FDX @ LA
Integrator (' Probe @ IProbe
TDelay

0. F Tronchip
0% - 2 NEXUS
THreshold
ovee
) CLOCK
(©) autofocus
[¥] TERMination

*¥¥ AutoFocus

XX ShowFocus

Trace.List

Trace.Mode Fifo

Trace.List means
Analyzer.List

Trace.Mode Fifo means

Analyzer.Mode Fifo

©1989-2024 Lauterbach
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2. All commands from the Trace menu apply to the Analyzer.

Probe Perf Cov MPC

& Configuration... |

| & CTS Settings...
MNEXUS Settings...

g Save trace data ... had
g Load reference data ...

Reset

3. All Trace commands from the Perf menu apply to Analyzer.

Cov MPCSXXX Window H
& Perf Configuration...

£ Perf List

E| Perf List Dynamic

E Show as Tree
E Show Detailed Tree

Reset @ Show asTir‘ning
{F] Show Mesting

Function Runtime k b

Trace Distribution L4 E Show Numerical
commands Duration Ato B »
3

Distance trace records

4. TRACE32 is advised to use the trace information recorded to the Analyzer as source for the trace

evaluations of the following command groups:

CTS.<sub_cmd> Trace-based debugging

COVerage.<sub_cmd> Trace-based code coverage

ISTAT.<sub_cmad> Detailed instruction analysis

MIPS.<sub_cmad> MIPS analysis

BMC.<sub_cmd> Synthesize instruction flow with recorded benchmark counter
information

This NEXUS Training uses always the command group Trace. If your trace information is stored to an on-

chip trace memory, just select the trace method Onchip and nearly all features will work as demonstrated
for the trace method Analyzer

Trace.METHOD Onchip
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NEXUS Configuration by TRACE32

Configuration of the Trace Interface

Parallel Interface

The interface configuration is done via the NEXUS window. The TRACE32 NEXUS window has a different
look for IEEE-ISTO 5001™-2003, IEEE-ISTO 5001™.-2008 and IEEE-ISTO 5001™-2012.
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Probe Perf Cov MPC

& Configuration...
B CTS Settings...

g Save trace data ...

g Load reference data ...

Reset

NEXUS.state

NEXUS window for IEEE-ISTO 5001 ™-2003

2 BiNEXUS =] -E ]
nexus selection option configuration CLIENT1
") OFF BTM [FsTALL PortSize SELECT
© 0N [ HTM [wpo1z  ~|| | [nonE -
[Clotm PortMode MODE
Fww
&2 Trace DTM [Cloor CLIENT2
(st | | [ose - PCRCONFIG SELECT
MODE
OFF
NEXUS window for IEEE-ISTO 5001 ™-2008
£ B:NEXUS ===
nexus selection ——— option ———— configuration — CLIENT1
) OFF BTM [CIpoTD - PortSize SELECT —
@ oN [CIHTM - STALL——— | |MDO12 NONE
S | DOTM OFF = ~ PortMode ———| MODE ————
Cwtm 12 )| | |oFF
[oom - suppression — | [CJDDR ~ CLIENT2 ——
ist - DTM [C] SpenDQm —— — SELECT ———
OFF - [T spenwTm NONE
~ PTCM ——— DSFIEI"IPTM MODE ————
[C]PID_MSR [C]SpennTM OFF
DBL_HTM DSpeﬂOTM .....................
[Tl TLBNEW SupprTHReshold
[CTemy 1/4 -
NEXUS window for IEEE-ISTO 5001 "™-2012
¢ B:NEXUS =8 EER =<5
nexus selection option configuration CLIENT1
) OFF BTM [FroTtD PortSize SELECT
® oN [FIHTM [F1pTMARK [Mpo12 =] | [wonNE <]
FwTm [CIDTMARK PortMode MODE
[T Timestamps| | [C] DM STALL 12 hd OFF
0TM [oFF -] | | Clpor CLIENT2
[ reset || [oFF -] SELECT
ﬁ Trace DTM SuUppression HOMNE
[ st || | [oFF || | [ spennom MODE
PTCM [C] spenwiTm OFF
[CIpiD_MsR [C]spenpTM CLIENT3
[[leL_HTM [T]spenpTM SELECT
[ TLenEW [[]spenoTM MONE
[] TLBINY SupprTHReshokd MODE
orF

; display NEXUS window
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The configuration for a parallel NEXUS interface is identical for all compliant standards. This is why only
the simpler IEEE-ISTO 5001"™-2003 is shown in the configuration examples.

Select NEXUS Port Size

Selecting the NEXUS port size is only possible if SYStem Mode Down is selected.

& Bu:SYStem EI@
Mode MemAccess Option Option Option DisMode
® Down CPU [C] masKasm [CIMMUSPACES | | @ AUTO
() NoDebug @ NEXUS [l MASKHLL [T puALPORT (©) ACCESS
Prepare (©) Denied ICFLUSH WATCHDOG © FLE
7 Go CpuAccess [T 1cREAD O VLE
©) Attach ) Enable [v] DCREAD LPMDebug
() StandBy @ Denied [V] FREEZE
Up (StandBy) (©) Nonstop [CINOTRAP ResetDetection
7 up OFF || | [ conFis ]
CPU BdmClock Vectors
2 BaNEXUS ===
nexus selection option configuration CLIENT1
© OFF BTM [FsTALL PortSize SELECT
© on I HTM [mpoiz  ~]| | [nonE -
[Clotm MDO4 MODE
Cwtm OFF
2 Trace DTM [CIoor CLIENT2
[ Fust ]| | [oee - PCRCONFIG SELECT
MODE
OFF
NEXUS port size
MOD2 | MOD4 | MDOS | Specify MDOJf:0]
MDO12 | MDO16 (number of Message Data Out pins available)
NEXUS.PortSize MDO12 ; specify a trace port width of
; 12 MDOs
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Select the Trace Clock

The PortMode determines the frequency of MCKO (Message ClocK Out) relative to the system clock

(SYS_CLK). Max. MCKO is usually 80 MHz, please refer to the Nexus characteristics in the data sheet of

your chip for details.

&% BzNEXUS
nexus selection option
© OFF BTM [FsTALL
@ ON [CIHTM
[Clotm
wm
& Trace DTM
[wElusto) | | o -

[E=H E=E )
configuration CLIENT1
PortSize SELECT

[Mpo1z  ~|| | [nonE -
PortMode MODE

OFF

1/8 CLIENT2
SELECT

12
11 MODE

OFF

NEXUS.PortMode 1/4
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Measure MCKO

To measure the MCKO frequency with TRACES2 proceed as follows:

Trace Probe Pef Cov

Frequency Counter

er Runtime N
@ LoadMap
@ Mermory Map
2 Fi;sh'r',r'oéra;mi'n'g” S
- .Ch;).c.’s..e..c‘.jlms.l:l...

& Interface Config...

& Traals » & B:Count

Japanese Menu

0 12.000480 MHz MCKO (*160)
- MUde .Gate ........... ”-”t .Select
@ Frequency 0.01s Init (©) PODBUS
) Period @0.1s [T Autolnit O1ACt
(©) PulsLow ©1s — - DIAc2
~) PulsHigh C10s —out ———— | D IAC3
~) EventLow ) endless Fout ) 1AC4
(©) EventHigh - variable —— — | Opaa
':'EVEI"ItHO|d — ':'DACZ
- | llllm] PROfile ) DCNT1
= © MCKO
©) DMAL
) DMA2
") FRAY1
) FRAY2
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Enable Double Data Rate

2% B:NEXUS

Nexus selection

© oFF [V]BTM

@ ON [CTHTM
[Clotm

Fwm

&Trace DTM
(st | | [ose -

option
[ClsTALL

= E=H =
configuration CLIENT1
PortSize SELECT
[wpo1z  ~|| | [nonE -
PortMode MODE
OFF
CLIENT2
PCRCONFIG SELECT
MODE
OFF

Advise the NEXUS module to export trace information on the rising and falling edge of MCKO (not
supported by all chips/cores).

NEXUS.DDR ON
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Serial Interface

Chips with serial interface provide a Nexus module compliant to the IEEE-ISTO 5001™.2012 standard.

Select NEXUS PortSize

Selecting the NEXUS PortSize is only possible if SYStem Mode Down is selected.

& B::SYStem EI@
Mode MemAccess Option Option Option DisMode
@ Down CPU | IMASKASM | MMUSPACES | | @ AUTO
NoDebug @ NEXUS | IMASKHLL | DUALPORT ACCESS
Prepare Denied | ICFLUSH WATCHDOG FLE
Go CpuAccess | ICREAD OFF - VLE
Attach Enable V| DCREAD LPMDebug
Standgy @ Denied | FREEZE
Up (StandBy) Nonstop | NOTRAP ResetDetection
up OFF || | [ _conFs ]
CPU BdmClock Vectors
MPCS5746M 4.0MHz  ~ NEXUS
£ B:NEXUS [= | & |
nexus selection option configuration CLIENT1
) OFF 5| ] PortSize SELECT
o on [atane  ~]| | [nonE -
1lane MODE
[C1 TimeStamps OFF
4Lane CLIENT2
[ Reset | Slane SELECT
[ &Trace | Sae NONE -
T | MODE
OFF
CLIENT3
SELECT
[T spen0Tm NONE
SupprTHReshold MODE
NEXUS port size

2Lane | 4Lane

Specify number of (Aurora) lanes

NEXUS.PortSize 2Lane

; specify a trace port with 2 lanes
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Set Fixed Bit Clock

Set the bit clock according to the processor’s data sheet.

NEXUS.PortMode 1250Mbps

Automotive processors usually need an external reference clock for Aurora operation. Lauterbach’s
PREPROCESSOR SERIAL can provide this clock signal. It is enabled using NEXUS.RefClock ON.

¢ BaNEXUS E=H =R )
nexus selection option configuration CLIENT1
) OFF PortSize SELECT
@ onN [4tane  ~] | | [nonE -
PortMode MODE
[ TimeStamps 1250Mbps ¥ OFF
625Mbps CLIENT2
750Mbps
eS| 850Mbps SEECT
[ &rrace | 1000Mbps NONE -
(o E it : MODE
1500Mbps
1700Mbps OFF
2000Mbps CLIENT3
2500Mbps SELECT
3000Mbps
3125Mbps NONE
SupprTHReshold 3400Mbps MODE
e 4000Mbps
s - 4250Mbps kL
5000Mbps
6000Mbps
6250Mbps

2 BaNEXUS o ==
nexus selection option configuration CLIENT1
") OFF BTM [FlroTD PortSize SELECT
© 0N I HTM [C]PTMARK [4tane  ~]| | [nonE -
ClwTm [C] pTMARK PortMode MODE
[C TimeStamps [CIpgm STALL 1250Mbps  ~ OFF
oTM [oFF - RefClock CLEENT2
[ Reset ]| |[oFF -] SELECT
[ & Trace ] DTMm suppression
(e Flusto] | | o ~| | | Elspennom MODE
FTCM [C] spenwTm OFF
[[IPD_msR [C] SpenPTM CLIENT3
[ClBL_HTM [C] SpenpTM SELECT
[C] spenoTm NONE
SupprTHReshold MODE
1/4 - OFF
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Trace to Memory

The usage of the onchip trace memory requires that trace memory is allocated.

; allocate trace memory for 4K NEXUS packets

; A: stands for physical memory
Onchip.TBARange A:0xD000000--0xDO03fff

W B::Onchip

state used
DISable [

@ OFF 0.
Arm SIZE
TRIGGER 4006.
break

Maode
commznds @ Fifo

[ RESset Stack
[ © i Leash

[@ Snapshot

| ist 7] SLAVE

V| AutoArm V| FlowTrace
| AutolInit
| SelfArm

=0 E=H =
ACCESS TDehy
|aut0 = |§E Tronchip
[ & nexus
CLOCK [ ®oBwmC
TBARange

A:0xDO00000--0xD0O03FFF

Emulation devices may provide more trace memory.

; allocate trace memory for 32K NEXUS packets
; EEC: stands for emulation device memory

Onchip.TBARange EEC:0xC000000--0xCO1FFFF

W B::Onchip

state used
DISable [

@ OFF 0.
Arm SIZE
TRIGGER 32768,
break

Maode
commznds @ Fifo

[ RESet Stack
[ © it Leash

[@ Snapshot
[ ist 7] SLAVE
| AutoArm | FlowTrace
| Autolnit
| SelfArm

felle =S
ACCESS TDehy
|aut0 ~ |§E Tronchip
[ & nexus
CLOCK [ ®oBwmC
TBARange

EEC:0xC000000--0xCO1FFFF

(packet size = 32 bit)

(packet size = 32 bit)
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Multicore Tracing

Trace information generated for multiple cores is:

. Exported via a single off-chip trace interface.
. Stored in a joint on-chip trace memory.
SMP Systems

Due to the fact that one TRACE32 instance is used to control multiple cores in an SMP system there is only
one NEXUS configuration window, and thus no problem to keep the Nexus interface setting consistent.

Since trace messaging from more than one core may easily generate more trace messages than the
interface in use can convey, it is possible to enable the message generation only for the cores that are in the
focus of the analysis.

E::[NEXUS.CoreENable 1
enabled cores: 0, 1

[ [ok] H <corgz ]

SV:000024A0 \\samplel\osset\StartOS+0x23C

I NEXUS.CoreENable {</ogical_core>} Enable core tracing for listed logical cores.
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AMP Systems

The situation is different for multiple cores in an AMP system. Here each core is controlled by its own
TRACE32 instance, each with its own NEXUS configuration window. Since the TRACE32 Resource

Management does not keep the Nexus interface settings in multiple TRACE32 instances consistent, this is

the job of the user.

Since trace messaging from more than one core may easily generate more trace messages than the

interface in use can convey, it is recommended to disable the message generation for core(s) that are not in

the focus of the analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
@ OFF BTM [FlroTD PortSize SELECT
T ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
NEXUS.OFF
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Configuration of the NEXUS Messages

Basic Messages

NEXUS window for IEEE-ISTO 5001 ™-2003

£ B:NEXUS =] -E ]
nexus selection option configuration CLIENT1
© oFF BTM [FsTALL PortSize SELECT
© 0N [ HTM [wpo1z  ~|| | [nonE -
[Clotm
Ewm & B:NEXUS R
[W DTM nexus selection option configuration CLIENT1
=T v ") OFF [VIBTM [CIpoTD PortSize SELECT
® ON [T HTM [ PTMARK [Mpo1z  ~|| |[wone  ~]
ClwTm [C1DTMARK PortMode MODE
[T Timestamps | | [C]DgM STALL 1/2 b OFF
oM [oFF ~]| | [CIoorR CLIENT2
[ reset || ||[oFF ~] SELECT
ﬁ Trace DTM SUppression NOME
G ~ || | [ spenpgm MODE
Lagey [C] sSpenwTM OFF
[C]pID_MSR [ClspenpTM CLIENT3
[CIBL_HTM [C]SpenDTM SELECT
] TLBNEW [C]spenaTM NONE
[C] TLBINY SQupprTHReshokd MODE
o
NEXUS window for IEEE-ISTO 5001™-2012
Messages
BTM ON Enable Branch Trace Messages.

BTM ON + HTM ON

Enable Indirect Branch History Messages.

OTM ON
(2003/2008 Standard)

OTM PIDO
(2012 Standard)

OTM NPIDR
(2012 Standard)

Enable Ownership Trace Messages via 8-bit PIDO.

Enable Ownership Trace Messages via 8-bit PIDO.

Enable Ownership Trace Messages via 32-bit NPIDR.
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DTM Read

DTM Write

DTM ReadWrite
DTM IFETCH

DTM ReadLimited
(2012 Standard)

DTM WriteLimited
(2012 Standard)

DTM ReadWriteLimited
(2012 Standard)

Enable Data Read Messages.

Enable Data Write Messages.

Enable Data Read and Write Messages.

Instruction fetches are exported as Data Read Messages.

The basic idea of the Limited settings is to exclude stack
read/writes from the message generation and thus avoid
bandwidth problems.

Enable Data Read Messages, but exclude read accesses using
GPR R1 in effective address computations.

Enable Data Write Messages, but exclude write accesses using
GPR R1 in effective address computations.

Enable Data Read and Write Messages, but exclude read/write
accesses using GPR R1 in effective address computations.

NEXUS.BTM ON

NEXUS.DTM ReadWrite

NEXUS.OTM NPIDR

; enable Branch Trace Messages

; enable Data Trace Messages for
; both read and write operations

; enable Ownership Trace Messages
; via NPIDR register
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Additional Messages for IEEE-ISTO 5001-2008 and IEEE-ISTO 5001-2012

2 BuNEXUS = -E =]
nexus selection option configuration CLIENT1
©) OFF [C]poTD PortSize SELECT
@ ON STALL MDO12 NONE

[oFF ~| | - PortMode MODE
2] | | [ore
suppression IDDR CLEENT2
SpenDQM SELECT
- SpenWTM NONE
SpenFTM MODE
SpenDTM OFF
Spen0OTM
SupprTHReshold
| TLBINY 1/4 -

Data Acquisition Messages

Messages

DQM ON

Enable Data Acquisition Messages.
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Program Trace Correlation Message (PID/NPIDR)

When a write to the PID or NPIDR register occurs, a Program Trace Correlation Message can be generated
instead of an Ownership Trace Message.

The Program Trace Correlation Message contains the address of the instruction that wrote the OS-related
information to the PID or NPIDR register and the OS-related information itself.
This has the following advantages:

. Trace.List: the OS-related information can be directly assigned to instruction that wrote to the
PID or NPIDR register.

. Trace.STATistic.Func: the accuracy of all task-aware function run-time measurements is
improved.

OTM ON Enable Program Trace Correlation Messages for Ownership
PID_MSR ON tracing.
(2008 Standard)

or

OTM PIDO
PID_MSR ON
(2012 Standard)

or
OTM NPIDR

PID_MSR ON
(2012 Standard)

POTD Periodic Ownership Trace message Disable.

OFF: Periodic Ownership Trace Message is enabled (default).
ON: Periodic Ownership Trace Message is disabled.
Recommended if PIDO register is used.

7 BrTrace.List List. TASK NEXUS DEFault E=x EER =
Hsetup...|| [ Goto... | F3Find... || Adchart | Eprofile || EEMIPS | #More || I Lless |
record nexus run |address cycle |data symbo]l ti.back
-0000013790 [TCODE=03 SRC=0 PT-DEM ICNT=0002 V:400003BE ptrace ..\055etPID0+0x6 0.750us
mtpid r3

————— task: TASKO (00000009)
0000013789 |TCODE=21 SRC=0 PT-PTCM EVCODE=0005 CDF=0002 ICNT=0001 HIST=0000000

00005C2 owner 00000009 ..055etPID0+0x0A 1.250us

msy

se_isync
-0000013787 [TCODE=03 SRC=0 PT-DBM ICNT=0002 V:400005C8 ptrace ..055etPID0+0x10 1.250us S
« )

NEXUS.OTM NPIDR
NEXUS.PID_MSR ON

NEXUS.POTD ON
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Program Trace Correlation Message (Branch and Link Instruction)

A Program Trace Correlation Message is generated when a direct branch function call (bl/bcl/bla/bcla)

occurred while Indirect Branch History messaging is used.

BL_HTM

Program Trace Correlation Message is generated on a direct
branch function call (for NEXUS.HTM ON only).

NEXUS.BTM ON

NEXUS.HTM ON

£ BuTrace.List NEXUS DEFault =8ISR
& setup... || 1 Goto... || #FFind... || Adchart || i Profile || B miPs (4 More[X Less
record nexus run |address cycle |[data symbol ti.back |
cmpvri 29, 0x0 -
474 c += funcl3( b, f, e-1 ); =
subi r5,r29,0x1 =
mr r u
mr
No NEXUS message bl 0ocse
fOI’ fo'ICtIOFI Ca” * int funcl3( a, c, e ) arguments and locals stack-tracking
int a, c, e;
466 {
st
mflr
Stmw
stw
nr
e
o
469
add
add -
IE ;
NEXUS.PTCM BL_HTM ON
£ BrTrace List NEXUS DEFault o B (]
& setup...| i3 Goto... || #3Find... || v chart || B profile || HE mPs |[% wore|[ X Lesq
record nexus run laddress deE data symbol ti.back 1
470 ; A
add =
471 =
mul Tv B
473 iFlex0 e
cmpvei r29,0x0
474 ' c += funcl3( b, f, e-1 );
H subi r5,r29,0x1
NEXUS message for function call | = r3ir28
-00825982 [TCODE=21 SRC=0 PT-PTCM EVCODE=000A CDF=0001 ICNT=0004 HIST= F:40000C88 pt \\diabc\diabc\funcl3 2.580us

466

int funci3( a, c, e
int a, c, e;

stw rl,-0x20(rl
mflr r0
stmw r26,0x8(rl
st r0,0x24 (r1
mr r3l,r3
| mr r30,r4 S

and locals stacl cking *
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Enabling Program Trace Correlation Messages for direct branch function calls allows the optimum
message generation for function run-time measurements. The screenshots below show this for the
TRACE32 command Trace.Chart.Func.

Legend:
. I: Indirect Branch Message generated for function exits (“BLR”), function pointers, interrupts etc.
J : Direct Branch Message generated for function calls (opcode “BL”)
. I: Direct Branch Message generated for conditional branches
BTM ON

more trace messages are generated than required.

main &y
func2 &y
funcl iy

funczakk

BTM ON + HTM OM
too little trace messages are generated for an accurate run-time measurement.

funczakk

BTM ON + HTM ON + BL_HTM ON
an optimum number of trace messages is generated for an accurate run-time measurement.

Tunc2il | (.

ma‘ino‘ ] 1 1
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Add Timestamps to NEXUS Messages (MPC57xx/SPC57x only)

The Nexus Module implemented on the MPC57xx/SPC57x is able to add a timestamp field to the Nexus
messages. The timestamp value is applied to the messages as they enter the Nexus message queues.

To use this feature proceed as follows:

1. Check TimeStamps in the NEXUS configuration window.

&% B:NEXUS =n| Wl <
nexus selection option configuration CLIENT1
© oFF BTM [FroTtD PortSize SELECT
© 0N HTM [CIPTMARK MDO16
ClwTm [ DTMARK PortMode MODE
[¥] TimeStamps} | ] DGM STALL 1/2 - OFF
0TM [oFe | | CIoor CLIENT2
[ Reset ||| [oFF - SELECT
& Trace DTM suppression NONE
i OFF ~|| | [£]spendgm MODE
pPTCM [ spenwTM OFF
[C1pID_MSR [C]SpenPTM CLIENT3
[CIBL_HTM [C1SpenDTM SELECT
[l TLBNEW [C15penoTM NONE
[Tl TLBINV SupprTHReshold MODE
OFF

NEXUS.TimeStamps ON

:Trace.List NEXUS TIme.Back DEFault =n| Wl <

[ & s, |[A Goto...|[ FiFind... [ Avichart |[ EProfile || EEMPS |[ % More |[ X Less
record |nexus t1.back run |address cycle |
L se_bne L
r se_lwz —
se_btsti =
se_blr :

race

4
-00578141 TCODE=1C SRC=0 PT-IBHM MAP=0 I=0001 U=00000833 H=00001F7E T5=00732A39 IS.QOOUS I |
r 4{r1)

-00578139 [TCODE=1C 5RC=0 PT-IEHM MAP=0 I=0004 U=000000B2 H=00000001 T5=00732A42 0.225us |

-00578137 [TCODE=1C 5RC=0 PT-IEHM MAP=0 I=0007 U=00000850 H=00000001 T5=00732A59 0.575us |

J 4 I I 2

race
7FEO(r
F

TRACERS2 calculates its trace time information (ti.oack) out of the values of the Nexus timestamp field
(T'S=). To calculate the time information TRACE32 needs to know the core clock frequency.
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2. Inform TRACE32 about the core clock frequency.

& B:Trace

METHOD
@ Analyzer

state

(0 DISable

") OFF

@ Arm

~ trigger

() break
SPY

commands

RESet
& SnapShot

AutoArm
[C] AutoInit
[T selfarm

) Onchip

used
67108864.

SIZE

67108864.

Mode

@ Fifo

7 Stack

) Leash

*) STREAM

© PIPE
RTS

[E=H =R 553
(JART (0 LOGGER(D)SNOQPer (D FDX (LA
Integrator Probe () IProbe
ACCESS TDely
0% - m
CLOCK &) BMC
40.0MHz THreshold
1.25
Mode vee
[¥] sLave CLOCK
autofocus
TERMination
¥ AutoFocus

Trace.CLOCK 40.MHz

Trace.CLOCK <freq>

Trace.CLOCK {<freq>}

Specify core clock frequency.

The core clock frequency can be set per core in an SMP

system.
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If you do not know your core clock frequency you can measure it as follows:

BMC.CNTO.EVENT PROC-CYC

BMC.PROfile

@ BiBMC o[-
— control profile snoop SElLect C
[V] Freeze PROfile | | | [Z snooper | [ ]| | |enTo ~] [=[TReE ] | | -
[C] AutoInit [CIsnoopset [E PROfieChart | [j sYmbol | [ E[s¥mbol |
counter name |event atob size value ratio ratio value
NT! -
CNT1 QFF (Nothing QFF 32BIT QFF
CNT2 OFF (Mothing) QFF 32BIT QFF
CNT3 OFF (Mothing) OFF 3ZBIT OFF
4 1 +
Jin B-BMC PROFe oo e
T seup..)[ @ Init || O Hold [ 28 Legend] [« In][ +0e |[S1n][ = |[Elag
-25.0 0.
events/sec L : |LJ
50000000. i
40000000.
30000000.
20000000.
10000000. i
[
0. 2
1 4 I 3

7

7

7

configure CNTO0 to count processor

cycles

display the frequency of CNTO

3. If all configurations are done start and stop the program execution.

4. Display the result.

B::Trace.List NEXUS TIme.Back DEFault ==
[ & siup... [ Goto...|[ #3Find... [ i Chart |[ BProfie || BEMPS | % More || X Less |
record |nexus |t1.back run |address lcvecle '
L ze_bne Ox40512C L
r se_lwz r7,0x0(r6) —
ze_btsti r7,0x4 =]
4 se_blr
-00578141 (TCODE=1C SRC=0 PT-IBHM MAP=0 I=0001 U=00000838 H=00001F7E T5=00732A39 5.900us | V:00404F96 ptrace
r se_lwz ro,0x14(r1) ||
_addi ril,0x10
_mtlr  r0
4 se_blr
-00578139 [TCODE=1C SRC=0 PT-IBHM MAP=0 I=0004 U=000000B82 H=00000001 T5=00732A42 0.225us | V:00404F24 ptrace
r se_lwz ro,0x24(rl)
ze_lwz r31,0x1C({rl)
ze_lwz r30,0x18(r1)
ze_lwz r29,0x14(rl)
_mtlr  r0
_addi ril,0x20
4 se_blr
-00578137 (TCODE=1C SRC=0 PT-IBHM MAP=0 I=0007 U=00000890 H=00000001 T5=00732A59 0.575us | _V:004047B4 ptrace

e_lwz r7,-0x7FEO(r
l se_btsti r7,0x1F
Ox4047CC 52

ze_heq

4

I
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Adding timestamp information to Nexus messages has the following advantages:

. The time is more precise, because it is added at the trace source. Parallel execution is clearly
visible.

. Nexus timestamps are the only way to get time information for trace-to-memory (onchip trace).

. Nexus timestamps solve some issues of the serial trace recording.

But Nexus timestamps have also disadvantages:
. They need additional bandwidth (approx. 20%).

. The TRACE32 trace decoding becomes slower, since the time information has to be calculated
for the complete recording before it can be displayed (Tracking).

J Since TRACES32 uses a fixed core frequency to calculate trace time information out of the Nexus
timestamps, this calculation is not possible for variable clock frequencies.

To display only the Nexus timestamp information in the trace display, use the following command:

Trace.List Nexus CLOCKS.Back DEFault TIme.Back.OFF

J It may happen, that not all cores in a chip provide the ability to generate Nexus timestamps.

If NEXUS TimeStamps is unchecked, the TRACE32 tool timestamp mechanism is used. This means a
Nexus message is timestamped after it is completely received and stored into the trace memory of the
TRACE32 tool. The TRACES2 tool timestamp has a resolution of 20ns for POWERTRACE/ETHERNET or
POWERTRACE PX and 5 ns for POWERTRACE Il / POWERTRACE Ill. The time is less precise, because
it is added at the trace sink. The merging of the parallel trace streams to a single serial trace stream and
the TRACES32 recording logic are the main reasons that make TRACES32 tool timestamp less precise.
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Multicore Tracing

SMP systems: Due to the fact that one TRACES32 instance is used to control all cores of the SMP system,
the message setup is identical for all controlled cores.

AMP systems: Due to the fact that one TRACES32 instance is used per core, an individual message setup
per core is possible.
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NEXUS Trace Clients

A MPC5xxx/SPC5xxx core can provide several models for the trace clients.

Trace Client Types

Dedicated Trace Clients

Each client that can generate NEXUS messages has its own Message Generator.

CORE Client 1 Client 2
Message Message Message
Generator Generator Generator

NEXUS FIFO

©1989-2024 Lauterbach

Training Nexus Tracing

44



SRAM Port Sniffers as Trace Client

A port sniffers is used to generate the NEXUS messages for the selected clients.

Client 1
e.g. eDMAO

Client 2
e.g. FlexRay

SRAMO

NXSS_0

Message
Generator

Crossbar Switch

NXSS_1

Message
Generator

— SRAM1

v

Y

'

NEXUS FIFO

Please be aware, that the NXSS (Nexus Crossbar Slave Port Data Trace Module) can only snoop read/write
accesses from the selected trace client to the connected SRAM.
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Trace Client Concentrator

The Message Generator of the Client Concentrator generates NEXUS messages for the connected clients.
Clients can be enabled independently.

< (]| O ZI|lO|l a
|l €|l e llell €
21212 ollao|fle
Oojjo|lo oflo]lo
Client Client

Concentrator0 Concenrator1
Message Message
Generator Generator

v v
Y

NEXUS FIFO
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Configuration

8 B:NEXUS e E ==
nexus selection option configuration CLIENT1
© oFF BTM [CIsTALL PortSize SELECT
© 0N [ HTM [Mpoiz  ~|||[oman -
[Clotm PartMode MODE
B e ) ||om_
& Trace DTM [Clobr
[ | [Write - PCRCONFIG SELECT
MODE
OFF
NEXUS.CLIENT1 SELECT DMA ; specify DMA for CLIENT1
NEXUS.CLIENT1 MODE DTM ; NEXUS messages are generated

Possible clients:

; according to the DTM settings
; (here write)

DMA/DMA2 DMA controller

ETHERNET Ethernet controller

FLEXRAY FlexRay controller

PDI Parallel Digital Interface controller

Possible modes:

OFF No NEXUS messages are generated.

Read Generate NEXUS messages for all read accesses.

Write Generate NEXUS messages for all write accesses.
ReadWrite Generate NEXUS messages for all read and write accesses.
DTM The client is using the DTM settings.
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Target FIFO Overflow

| Bu:Trace.List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || Bl Profile || HEMIPS |[% More|[X Lesg
record [run |laddress leycle  |data symbol ti.back |
bt 0x40001DD4 -
+00000826 [ P:40001DD4 ptrace ‘“Wdiabo_int\Global'_d_div+0x2A8 1.340us |5
= and ri0,r29,r4 =
and r9,r28,r3
or. ri0,r9,rl0 =
sTwi r30,r30,0x1 |
insTwi r30,r31,0x1,0x1F
sTwi r31,r31,0x1
beq Ox40001DA0
—— TARGET FIFO OVERFLOW, PROGRAM FLOW LOST
+00000829 P:40001DB8 ptrace ‘“Mdiabe_int\Global'_d_div+0x28C 4. 660us
subfc r3l,r27,r31
mr r28,r28
........................ J orii r29,r29,0x1 i
4 3

TARGET FIFO OVERFLOW, PROGRAM FLOW LOST occurs, when so much trace information is

generated that it can not be buffered in the NEXUS FIFO.
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Diagnosis

In order to get an immediate display of the trace contents TRACES32 uploads only the currently displayed
section from the physical trace memory to the host. To check if there are FIFOFULLSs it is recommended to
upload the complete trace contents to the host by the command: Trace . FLOWPROCESS .

The number of FIFOFULL is printed to the TRACES32 state line as result of the following command:

Trace.Find FIFOFULL /ALL

B::
found in (-805306368.)--(-1.) 49942. times

[componems][ trace ][ Data ][ Var ][ List
P:00178406

The following TRACE32 functions allows you to process the result in a script:

FOUND.COUNT ()

The single FIFOFULLSs can be found in the trace:

-

Trace.List

M —
& setup...|[ 13 Goto... | #3Find... | A chart || B Profile || B MIPS ][‘I’«mre][v Lesd
record run |address cycle |data symbol ti.back |
LT r30,r30,0x1 ~
insTwi r30,r31,0x1,0x1F =
slwi r3l,r31,0xl ~
beq 0x40001DA0
— TARGET FIFO O\'ERFLOW, PROGRAM FLOW LOST -
+00000829 P:40001DB8 | e “Wdiabe_int\Global'_d_div+0x28C 4. 660us
subfc r31,r27,r31 5
mr r28,r2 F1 Trace Find EI@
ori r29,r29,0x1 ) ) : : :
subfe r30,r26,r30 @ Expert ! Cycle _ Group _! Changes ~'Up
oris r28,r28,0x0 = o =
oris r29,r29,0x0 Sk /D
ar“gll rl0,r29,r4 items
an r9,r28,r3
or. r10,r9,r10 FIFOFULL M
slwi r30,r30,0x1
insTwi r30,r31,0x1,0x1F
sTwi 3
beq
+00000831 P]40001DAO
£ cmpTw
’V shwi r28,r28,0x1
inslwi  r28,r29,0x1,0x1F Find Next| [Find First| [Find Here| [ Find All | [ Clear | [ cancel

FIFOFULLs may occur during your tests, they are not errors. But FIFOFULLs may disturb your trace
analysis. There are various strategies to avoid FIFOFULLSs.
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Stall Program Execution on Overflow Threat

2 BaNEXUS
nexus selection option configuration
") OFF [ BTM™ [|POTD PortSize
 ON [CTHT™ STALL MDO12
[Clotm [DFF v] PortMode
[ REset || |[Ewrm OFF 1/2 -
[ &race [IpQm [CJooR
Elust || o™ 3/4
OFF i | SpenwTM
PTCM [C] SpenPTM
[CIPD_msR [C] SpenpTM
[ClBL_HTM [C] spenoTm
[CITLBNEW SupprTHReshold
[C]TLBINY 1/4 -

= e =5
CLIENT1
SELECT
NONE
MODE
OFF
CLIENT2
SELECT
NONE
MODE
OFF

Overrun control

STALL OFF Generate overrun message when a new message can not be
queued due to the NEXUS FIFO being full. No new message is
queued to the NEXUS FIFO until it is completely empty.

STALL ON Stall the program execution whenever the on-chip NEXUS FIFO

(2003 Standard)

threatens to overflow.

STALL 1/4
(2008/2012 Standard)

is filled.

Stall the program execution when 1/4 of the on-chip NEXUS FIFO

STALL 1/2
(2008/2012 Standard)

is filled.

Stall the program execution when 1/2 of the on-chip NEXUS FIFO

STALL 3/4
(2008/2012 Standard)

is filled.

Stall the program execution when 3/4 of the on-chip NEXUS FIFO

NEXUS.STALL 3/4
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Suppress Data Trace Messages on Overflow Threat

Since Data Trace Messages are high-risk for NEXUS FIFOs getting full, it may be helpful to suppress these
messages when the NEXUS FIFO reaches a certain fill level.

£ B:NEXUS =& =
nexus selection option configuration CLIENT1
") OFF [¥]BTM™ [ClPoTD PortSize SELECT
) ON [CIHT™ STALL MDO12 NONE
Flotm OFF ~| | |- Portmode MODE
[ Reset | ||[Ewrm 12 ~) | | |oFF
@ [CIogm suppression [“1pprR CLIENT2
List DTM [C] spenpgMm SELECT
ReadWrite ~ [C] spenwTm NONE
PTCM SpenPTM MODE
[[]PI_MSR OFF
[ClBL_HTM ["] SpenoTM™
[CITLBNEW SupprTHReshald
[ClTiemyv 3/4 -
NEXUS.DTM ReadWrite
NEXUS. SupprTHReshold 3/4 ; Sets the NEXUS FIFO fill level,
; messages will be suppressed
NEXUS.SpenDTM ON ; Suppress Data Trace Messages when the
; NEXUS FIFO reaches the specified filling
; level
; Start and stop the program execution
Trace.FindAll,CYcle Write ; Search for all write accesses

$9 B:TraceFindAll, CVcle Write = &=
3690883 run |address cycle [data symbo | t1.back
-0006475828 D:40007F10 wr-Tlong 40007F68 “\diabc\Global'\_SP_TEST+0x5158 3.950us .
-0006475825 D:40007F2C wr-long 00000000 “diabc“Global'__SP_TEST+0x534 1.105us [z
-0006475824 D:40007F30 wr-long 00000000 “diabc“Global'__SP_TEST+0x538 0.620us
-0006475823 D:40007F34 wr-long 00000000 “diabc“Global'__SP_TEST+0x53C 0.620us ~
-0006475782 D:400040EC wr-Tlon 00030003 “\diabc‘Global'wvbfield+0x4 18.745us =
-0006475780 D:400040F0 wr-wor 0001 ““\diabc\Global'wbhfield+0x8 0.865us
-0006475778 D:400040F0 wr-long 0001E0DD “\diabc‘Global'wbfield+0x8 1.230us
-0006475776 D:400040F0 wr-long 00014000 “\diabc'\Global'wbfield+0x8 1.235us
-0006475775 D:400040E8 wr-long FCO80800 “\diabc‘Global‘wbfield 0.615us
-0006475771 D:400040E8 wr-long FFF80800 “\diabc‘Global‘wvbfield 1.730us
-0006475767 D:400040E8 wr-long FFFFF800 “\diabc‘Global‘wvbfield 1.475us
-0006475763 D:40007F68 wr-long 40007F80 “\diabc\Global'__SP_TEST+0x570 1.730us
-0006475761 D:40007F78 wr-long 4000402C “\M\diabc\Global'__SP_TEST+0x580 0.985us
-0006475759 D:40007F7C wr-long 00000008 “diabc“Global'__SP_TEST+0x584 0.740us
-0006475758 D:40007F84 wr-long 400011C8 “WMdiabc\Global'__SP_TEST+0x58C 0.620us -~

The NEXUS protocol does not indicate the message suppression. But read/write cycles that can not be
assigned to its instruction (displayed in red) are a good indicator, the a message suppression occurred.

at which
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Further Countermeasures

If you do not want to stall the program execution or suppress messages, just reduce the number of the
generated trace messages:

. Enable HTM (NEXUS.BTM ON and NEXUS.HTM ON)
U Switch DTM to off when possible (NEXUS.DTM OFF).

. Disable the NEXUS message generation for cores you are not interested in for you current
analysis.

. Filter the DTMs. Refer to “Filter and Trigger (Core) Overview”, page 101 for detalils.
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FlowErrors

TRACERS2 indicates FLOWERRORS:

J If the instruction flow information generated by NEXUS does not match with the code image in
the target.
J If invalid NEXUS messages are generated.

The complete number of FLOWERRORS is printed to the TRACES32 state line as result of the following

command:

Trace.Find FLOWERROR /ALL

The single FLOWERROR can be found in the trace:

£ BuTrace.List o |[=]|[=]
& setup....|[ 13 Goto... || #3Find... || #d chart || B Profile || B MIPS |[# More|[ X Less
L0 ESrun |address _ y 'Iﬂ data symbol ti.back i
and i "3 -
or. =
s Twi -
insTwi 1 0x1F
sTwi r31,r31,0x1 B
—— FLOW ERROR (EXPECTED DIRECT BRANCH)

-01835974 untnown 1. 340us

-01835973 unknown a i

01835972 unknown #3TraceFind felle=s

:gigggg% ﬂztzgx: @ Expert Cycle Group Changes Up

-01835969 unknown Signal @ Down

-01835968 unknown o

-01835967 unknown ftems

-01835966 unknown FLOWERROR -

-01835965 unknown

-01835964 unknown

-01835963 unknown

-01835962 unknown

-01835961 unknown

-01835960 unknown

-01835959 unknown

-01835958 unknown

_01835957 unknown Find Next| [Find First| [Find Here| [ Find All | [ Clear | [ cancel

FLOWERRORSs are errors and it is recommended to fix them. Please contact your local Lauterbach support

if you need assistance.
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Displaying the Trace Content

Sources of Information for the Trace Display

In order to provide an intuitive trace display the following sources of information are merged:

The trace information recorded.

The program code from the target memory read via the JTAG interface.

The symbol and debug information already loaded to TRACE32.

Recorded trace
information

Uploaded from | e
the source of
trace information

A TRACE32 PowerView for PowerPC 0 [Power Trace Ethernet @10.22.181.238]

Program code from
target memory

Read via
JTAG
interface

(| File Edit View Var Break Run CPU Misc Trace Probe Perf Cov MPC5XXX Window Help

ERIEY I Ld

IEEN I CIL Y

£ BrTrace List
& Setup...|[ 1 Goto... | #4Find... [ Adchart | Bl Profile || BN MIPS |[# More][ T Lesd
record run laddress cycle |data symbol ti.back |
—-0000000016 3;4UUU£ 9C | B diabc_int GlobalysfpDoubleNormalize+0x240 0.835us -
ndis r . E
Ti riz,0x0 =
or. riz,ril,ri2
beq 0x40002888 o
-0000000015 14 8 ptrace \\diabc_int\Global\sfpDoubleNormalize+0x25C 0.665us
-0000000014 ‘\\diabc_int\Global\sfpDoubleNormalize+0x2588 0.665us
mr
mr
srawi r9,r30,0x1F
sTwd ril,r12,0x1F
sTwi r9,rl0,0x14
14 r12,0x0 -
Mz g
Al BiTrace.Chart.s¥Ymbol o ===
(& setup... || iii Groups... | 3 Config...|[ MY Goto... || #1 Find... || 4» In | b4 Out|[KM Ful SymbOI and debug
26700000 -4.926680000 -4.926660000 1 1
aderess : ‘ : ‘ : || information loaded
FuncZciy (] [} "
FpDoub]eNormalize s n — to TRACE32
_savegpr_23_]14H [ ] 1 1
_savegpr_24_1iy 1 [] 1
_savegpr_25_14H 1 1 L} S
o« v
‘B: :
emulate trigger | devices I ‘ trace J | Data J ‘ Var I | J | PERF I ‘ SYStem I | Step J ‘ Go I ‘ Break J | s¥Ymbol J ‘ other I | previous
SP:40002910 \\diabc_int\Global\sfpDoubleNormalize+0x2B4 stopped HLL  UP
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Settings in the Trace Configuration Window

The main influencing factor on the trace information is the NEXUS hardware module. It specifies what type
of trace information is generated for the user.

Another important influencing factor are the settings in the TRACE32 Trace Configuration window. They

specify how much trace information can be recorded and when the trace recording is stopped.

Recording Modes

The Mode settings in the Trace configuration window specify how much trace information can be recorded
and when the trace recording is stopped.

The following modes are provided:

Fifo, Stack, Leash Mode: allow to record as much trace records as indicated in the SIZE field of
the Trace Configuration window.

Probe Perf Cov MPC

B CTS Settings...

MNEXUS Settings...
£ List D
nm Timing L4
i Chart 4

g Save trace data ...
g Load reference data ...

Reset

STREAM Mode (PowerTrace Il hardware only): STREAM mode specifies that the trace
information is immediately streamed to a file on the host computer. STREAM mode allows a

& BuTrace
METHOD
@ Analyzer

state
() DISable
@ OFF
) Arm
() trigger
() break
SPY

commands

1 List
AutoArm
[C] AutoInit
[[] selfarm

[E=H =R 555
CAnalyzer © Onchip © ART () LOGGER (©) SNOOPer () FDX © LA
Integrator (' Probe @ IProbe
used ACCESS TDelay
auto i 0.
0 o -
SIZE CLOCK
134217728, THreshold
Mode Mode ovee
@ Fifo SLAVE ) CLOCK
7 Stack ) autofocus
) Leash
(©) STREAM TERMination
) PIPE

trace memory size of several T Frames.
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. PIPE Mode (PowerTrace Il hardware only): PIPE mode specifies that the trace information is
immediately streamed to a named pipe on the host computer.

PIPE mode creates the path to convey trace raw data to an application outside of TRACE32
PowerView. The named pipe has to be created by the receiving application before TRACES32 can
connect to it.

Trace.Mode PIPE
Trace.PipeWRITE <pipe_name> Connect to named pipe

Trace.PipeWRITE \\.\pipe\<pipe_name>  Connect to named pipe (Windows)

Trace.PipeWRITE Disconnect from named pipe
Trace.Mode PIPE ; switch trace to PIPE mode
Trace.PipeWRITE \\.\pipe\pproto00 ; connect to named pipe
; (Windows)
Trace.PipeWRITE ; disconnect from named pipe

NEXUS packets (no tool timestamp) are conveyed in PIPE mode.

J RTS Mode (PowerTrace Il hardware only): RTS mode enables the processing while the trace
data are recorded. The main use case for RTS is a live display of the code coverage results.
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Fifo Mode

Trace.Mode Fifo

default mode

when the trace memory is full
the newest trace information will
overwrite the oldest one

the trace memory contains all
information generated until the
program execution stopped

&B::Trace EI@
METHOD
@ Analyzer  CéAnalyzer © Onchip ) ART (D) LOGGER (©) SNOOPer () FDX D LA
Integrator ' Probe  © IProbe
state used ACCESS TDelay
Cosse | | I )
© OFF 134217728, 0% -
) Arm SIZE CLOCK
(0 trigger 134217728, THreshold
) break 1.25 -
SPY Mode Mode ShYed
@ Fifo SLAVE ) CLOCK
commands () Stack 0 autofocus
") Leash
) STREAM TERMination
orrE
[¥] AutoArm
[ Autolnit
[ selfarm

:Trace.List EI@
(& setup...|[ 13 Goto... |[ #3Find... || i chart ]! Profile ]g MIPS |[4# More|[ X Lesd
record run |address lcycle  |data |symbaol [t1.back i
0x40001B2C -
-0000000019 P:40001B2C ptrace ‘“diabc_inthGlobal' _d_div 1.000us |5
comr ril,rl =
stwu rl,-0x48(rl) S
mf1r r0 -
b1 0x40003014
-0000000018 P:40003014 ptrace ‘Wdiabe_int\Global'_savegpr_20_]1 0.835us
costw r20,-0x30(r11)
stw r21,-0x2C(ri1)
stw r22,-0x28(r11)
stw r23,-0x24(r11)
stw r24,-0x20(r11)
stw r25,-0x1C(ri11)
stw r26,-0x18(r11)
stw r27,-0x14(r11)
stw r28,-0x10(r11) F
BRK 4

In Fifo mode negative record numbers are used. The last record gets the smallest negative number.
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Stack Mode

Trace.Mode Stack ; when the trace memory is full
; the trace recording is stopped

; the trace memory contains all
; information generated directly
; after the start of the program
; execution

A TRACE32 PowerView for PowerPC =R

File Edit View WVar Break Run CPU Misc Trace Probe Perf Cov MPCSXKX Window Help
[ PR Y N S - > R T A= =

& BuTrace EI@
METHOD
© Analyzer  CéAnalyzer © Onchip © ART () LOGGER () SNOOPer () FDX © LA
Integrator ' Probe @ IProbe
state used ACCESS TDelay
cosse | | I 0
© OFF 134217696. 0% -
© Arm SIZE CLOCK
() trigger 134217728, THreshold
) break 1.25 -
SPY Mode Mode ovee
The trace recording is © Fifo [7] SLAVE © cLock
stopped as soon as commands ©) Stack © autofocus
the trace memory is Il
full (OFF state) © STREAM [¥] TERMination
AutoArm
Autolnit
SelfArm
B::
[componems] [ trace ] [ Data ] [ Var ] [ List ] [ other ] [ previcus

OFF
Green running in the Debug State Field  OFF in the Trace State Field

indicates that program execution is running  indicates that the trace
recording is switched off

©1989-2024 Lauterbach Training Nexus Tracing | 58



Since the trace recording starts with the program execution and stops when the trace memory is full,
positive record numbers are used in Stack mode. The first record in the trace gets the smallest
positive number.

i) BuTrace.List EI
[ setup...| ¥ Goto... || #3 Find... |[ A Chart ]L M Profile || B MPS |[# More|[ X Lesd
record run |address cycle |data symbol ti.back
+0000000001 P:40003038 ptrace 1abc_int\Global'_savegpr_29_ =]
stw r29,-0x0C(ri1)
stw r30,-0x8(r1l) %
stw r31,-0x4(r11) =
E%w r0,0x4(r11) [
r
4+0000000002 P:40001B3C ptrace ‘“Wdiabe_inthGlobal'_d_div+0x10 2.165us
comr r3io,r3
srwi r10,r30,0x14
clrlwi r23,r10,0x15
srwi r12,r30,0x1F
cmpwi r23,0x7FF
mr r26,rb5
mr r22,ri2
mr r27,ré %
[ b
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Leash Mode

Trace.Mode Leash

; when the trace memory is nearly
; full the program execution is
; stopped

; Leash mode uses the same record
; numbering scheme as Stack mode

A TRACE32 PowerView for PowerPC

File Edit View Var Break Run CPU Misc Trace Probe Perf Cov MPCSXXX Window Help

=N NCR )

I T e s @ P
&&:Trace EI@
METHOD
@ Analyzer  CAnalyzer © Onchip ) ART () LOGGER () SNOOPer () FDX © LA
Probe  © IProbe
— state used — ACCESS — TDelay -
Cosavie || )
© OFF 120796072. - Yo% -
) Arm -~ SIZE —— |~ CLOCK = =I= :
() trigger 134217728, THreshold -
) break - 1.25 -
SPY Mode - Mode — | @vee = :
© Fifo SLAVE ©) CLOCK
commands —— — — | O autofocus
RESet I @ Leash I - e
@ Init () STREAM [¥] TERMination
[¥] AutoArm
[ Autolnit
[ selfarm - -
B::
[componems] [ trace ] [ Data ] [ Var ] [ List ] [ other ] [ previous
SF:4000128C \\diabc\diabc\main+0x230  |stopped (inside line) HL  [up

The program execution is stopped as soon as
the trace buffer is nearly full.

Since stopping the program execution when the trace
buffer is nearly full requires some logic/time, used is
smaller than the maximum SIZE.
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STREAM Mode (PowerTrace Il hardware only)

NEXUS.HTM ON ; enable Indirect Branch History
; Messaging to get compact raw
; trace data

Trace.Mode STREAM ; STREAM the recorded trace
; information to a file on the host
; computer

; STREAM mode uses the same record
; numbering scheme as Stack mode

The trace information is immediately streamed to a file on the host computer after it was placed into the trace
memory. This procedure extends the size of the trace memory to several T Frames.

. STREAM mode requires a TRACE32 trace hardware that allows streaming the trace information
while recording. This is currently supported by PowerTrace Il

J STREAM mode required a 64-bit host computer and a 64-bit TRACES32 executable to handle the
large trace record numbers.

By default the streaming file is placed into the TRACES32 temporary directory
(OS.PresentTemporaryDirectory()).

The command Trace.STREAMFILE <file> allows to specific a different name and location for the streaming
file.

Trace.STREAMFILE d:\temp\mystream.t32 ; specify the location for
; your streaming file

TRACE32 stops the streaming when less then the 1 GByte free memory left on the drive by default.

The command Trace.STREAMFileLimit <+/- limit in bytes> allows a user-defined free memory limitation.

Trace.STREAMFileLimit 5000000000. ; streaming file is limited to
; 5 GByte
Trace.STREAMFileLimit -5000000000. ; Streaming is stopped when less

; the 5 GByte free memory is left
; on the drive

Please be aware that the streaming file is deleted as soon as you de-select the STREAM mode or when you
exit TRACE32.
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In STREAM mode the used field is split:

Indication of how much trace information is intercepted in the trace memory
of the TRACE32 trace tool

& B:Trace
~ METHOD —
@ Analyzer

() LOGGER
) HAnalyzer © Integrator

(©) SNOOPer () FDX
Probe

— ACCESS — — TDelay — :
auto i 0.

T S T L — 0% .
.@. Arm S RnE — R —— I— ——
.:.trigger — THreShUld .......... —
®break | 0D— 1 1.25 .

“)I SPY Mode Mode ————— JVCC I—

............................... =y Fnco SLAVE @ : | CLOCK
 commands —— S || S— © autofocus

[ Reset ||| @tLeash —
[ @mt |||@stream | [¥] TERMination

€ SnapShot © PIPE I
[¥] AutoArm
[ Autolnit

Number of records saved to streaming file

Tracelis =
[ﬁ Setup...][ 1 Goto... ]I #iFind... ]I il Chart ]I B Profile ]I H MIPS ]I  More ]I X Less ]
record |run [address cycle data symbol ti.back |
wWZ r12,0x0(r31)
addi ri2,rl2,0x1
stw ri2,0x0(r31) -
156 3
Twz r31,0x0c(r1) o
Twz r0,0x14(r1)
mt1r r0
addi rl,rl,0x10
blr
» +00000830679162 | F:400000B4 pirace “Whdiabchdiabch func2+0x34 2.235us
172 for ( regvar = 0; regvar < 5 ; regvar++ )
14 r31,0x0
cmpwi r31,0x5
173 mstaticl += regvar*®autovar;
Twz ri2,-0x7FB8(ri3)
Twz ril,0x8(r1)
mulTw ril,r31,ril
add ri2,ri2,ril
stw ri2,-0x7FB8(ri3)
172 for ( regvar = 0; regvar < 5 ; regvar++ ) =
addi 1,r31,0x1 L&
STREAM mode can L+D0000830679164 [BRK — F:4 8 \\dia 1.365us ~
« »
generate very large

record numbers
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STREAM mode can only be used if the average data rate at the trace port does not exceed the maximum

transmission rate of the host interface in use. Pea

k loads at the trace port are intercepted by the trace

memory, which can be considered to be operating as a large FIFO.

If the average data rate at the trace port exceeds the maximum transmission rate of the host interface in use,
a PowerTrace FIFO Overrun occurs. TRACES2 stops streaming and empties the PowerTrace FIFO.
Streaming is re-started after the PowerTrace FIFO is empty.

A PowerTrace FIFO Overrun is indicated as follows:

1. A ! in the used area of the Trace configuration window indicates an overrun of the PowerTrace
FIFO.
& BiTrace [F=5 EoH 5
METHOD
@ Analyzer  Cénalyzer © Onchip ) ART () LOGGER () SNOOPer ) FDX © LA
Integrator ' Probe @ IProbe
state used ACCESS TDelay
) DISable | [auto - 0.
© oFF I 997015552. ! I 0% -
@ Arm CLOCK
() trigger THreshold
© break 125
@ sPY Mode Mode vee
© Fifo SLAVE CLOCK
commands () Stack autofocus
O Least
© STREAM TERMination
© PIPE
[7] Autolnit
[C] selfarm
2. The OVERRUN is indicated in all trace display windows.
i BuTraceList EI@
& setup... | A Goto... || #4Find... || Adchart || EEProfile || EIMPS || % More || Xless
run |address cycle |data symbaol ti.back i
mr r&,r5 -
cmpw r7,ré =
11 r3,0x0 =
4 r .
+00001008068134 | F:40000244 ptrace ‘“Mdiabchdiabcfunc2c+0x74 1.110us
r cmpwi r3,0x0
215 vdouble += regvar*autovar;
Twz r3,0x10(r1)
lwz r4,0x14(r1)
lwz r5,0x8(r1
lwz ré, Ox0
b bl 0x4000
+00001008068135 | F:40001C48 ptrace “Mdiabc\Globalb_d_mul 0.865us -
4 }
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States of the Trace

The trace buffer can either sample or allows the read-out for information display.

&B::Trace
METHOD
@ Analyzer  Cénalyzer O Onchip () ART (C) LOGGER
state used ACCESS
(0) DISable | auto v
@ OFF 9867656.
) Arm SIZE CLOCK
() trigger 134217728,
) break
SPY Mode Mode
@ Fifo [¥] sLave

commands () Stack
() Leash
© STREAM

i RTS
[¥] AutoArm
[7] Autolnit
[[] selfarm

oo =]

(©) SNOOPer () FDX @ LA
Integrator ' Probe @ IProbe
TDelay

0. F Tronchip
0% - 2 NEXUS
THreshold
ovee
) CLOCK
(©) autofocus
[¥] TERMination

#¥¥ AutoFocus

XX ShowFocus

States of the Trace

DISable The trace is disabled.

OFF The trace is not sampling. The trace contents can be red-out and
displayed.

Arm The trace is sampling. The trace contents can not be red.

The current state of the trace is always indicated in the Trace State field of the TRACES2 state line.

‘B::

emulate trigger [ devices H

trace H Data H Var H List H PERF H system || other H previous
Trace
DISable
OFF
v ARM

The Trace states trigger and break are introduced in detail later in this training.
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The Autolnit Command

& BuTrace EI@
METHOD

@ Analyzer  CéAnalyzer © Onchip ) ART () LOGGER (©) SNOOPer () FDX © LA

Integrator ' Probe @ IProbe

state used ACCESS TDelay

(©) DISable auto - 0.

© OFF 0. 0% -

) Arm SIZE CLOCK

() trigger 134217728, THreshold

) break 1.25 -

SPY Mode Mode ovee
@ Fifo SLAVE ©) CLOCK
commands () Stack ) autofocus
RESet () Leash
| @mit || | © STREAM [V TERMination

& SnapShot ) PIPE
[ selfarm

Init Button Clear the trace memory. All other settings in the Trace

configuration window remain valid.
Autolnit CheckBox ON: The trace memory is cleared whenever the program execution
is started (Go, Step).
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Multicore Tracing

The focus of the Trace configuration window is:
. Setup and maintenance of the TRACE32 trace tool (METHOD Analyzer).
. Setup and maintenance of the onchip trace (METHOD Onchip).

SMP systems: Due to the fact that one TRACES2 instance is used to control all cores, setups and states
are identical for all controlled cores.

AMP systems: Due to the fact that the setups and states are maintained by multiple TRACE32 instances,
the TRACES32 Resource Management maintains consistency for all joint settings and joint states.

Consistency maintenance means: status changes in one TRACE32 instance affect all other TRACE32
instances.

Joint Settings and States

& BuTrace EI@
METHOD
@ Analyzer  Cénalyzer O Onchip ) ART () LOGGER (©) SNOOPer () FDX © LA
Integrator ' Probe @ IProbe
state used ACCESS TDelay
() DISable | auto - 0.
© OFF 5207992. 0% -
) Arm SIZE CLOCK
(0 trigger 134217728, THreshold
() break 1.25 -
SPY Mode Mode ©VCC
@ Fifo SLAVE ©) CLOCK

commands (0 Stack (0 autofocus
() Leash

& Init () STREAM [¥] TERMination
| & snapshot | | | © PIPE

& List RTS
[¥] AutoArm
[ Autolnit
[C] selfarm
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Basic Display Commands

Default Listing

[Trace] Probe Pef Cov MPC

WConfiguration_
B CTS Settings...
MNEXUS Settings...

Al

= Timing
fuf Chart

E 2 Tracking with Source
@‘ List Context Tracking System

g Save trace data ...
E Load reference data ...

Reset

Conditional — 7]

branch
not executed
(pastel printed)

Conditional

! BiTrace List =0 Eew| =5
B setup... [ 1 Goto... || FiFind... || Adchart || EFrofile || EmPs || $more | Tless
record run |address |cycle  |data |symbol [ti.back =]
678 r while [ k <= SIZE ) P
cmpwi r29,0x12 &
] : -
680 flags[ k ] = FALSE; &
Tis ri2,0x4000
addi r12,r12,0x4128
T4 ril,0x0
i rll ri2 . r29
-0000000092 D:4000413A wr-byte 00 |\diabc'Global'flags+0x12 0.615us
681 k|+= primz;
add r29,r29,r30
0x40001318
-0000000091 F:40001318 ptrace ‘\\diabc'diabc'sieve+0x70 I 0. 370us I
678 r while ( k|<= SIZE )
mpwi r29,0x12
gt 0x40001338 |
-0000000i F:40001338 ptrace ) ‘\\diabchdiabc'sieve+0x90 0.370us @
683 anzahl++;
o addi r28,r28,0x1 7
4 3

/

branch

executed

I Trace.List

Default trace display.

Data access

Timing information
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The trace information for all cores is displayed by default in the Trace.List window if you are working with an

SMP system. The colum

n run and the coloring of the trace information are used for core indication.

BuTrace.List List. TASK DEFault

E=N N

(& setup...|[ 3 Goto... | 3 Find...

[ A chart || B Profile || B MIPS |[# More| X Lesd

record run |address cycle |data symbol ti.back i
e_cmpl 0x0,r12,0x1
1| se_ 11 r29,0x0
l -
1
1 /* wait for reply from remote core */ -
191 |1 while( rc—»state = OSRC_WAIT )
1 r
193 1 if( !'0SstartedOnCore( remoteCoreld ) )
1| se_cmpi r28,0x1 F
1 | se_bne T
-0000275100 |0 V: 00001040 ptrace ‘Wsamplel'Global \WTABLE+0x40
—+ interrupt
0 -e| 0x9118
-0000275098 |0 [ V 00009118 ptrace ..5Cstandard. 5Cscl. . 4F8D2BCC. .0 0.515us
0re rl —UXSU\I’l'
0 e 7 0x0C \rl )
0 e Elx58 \rl )
0 e
0 e £
-0000275097 |0 \'H 0000??DE ptrace hosisr\0SInterruptDispatcherl 2.1%5us ~
4 F
I Trace.List /CORE <n> The option CORE allows a per core display.
B:TraceList /CORE1 (===
(& setup...|[ 1% Goto... || #3Find... || P chart || B Profile || BEMIPS |[# More|[X Lesg
record run |address cycle |data symbol ti.back i
e_lwz r0,0x44(r1) -
se_mtlr r0 B
e_addi rl,rl,0x40 =
se_blr A
-0000001083 B ..andard. 5Cscl..4F8D2BCC. . 0+0x14 7.605us =
_'In spr. 0x38
e_lmvgprw OXOC\I"]_
e_addl rl,rl,0x50
se_rfi
-0000001077 E:OOOOMAO ptrace ‘Wsamplellosset\Start0s+0x23C 5.545us
cse_| 0x249C
-0000001073 [ V 0000249C ptrace ‘Ysamplelosset'\Start05+0x238 1.155us E
.l‘-la -
-0000001066 |— V 000024A0 ptrace \\samplellosset\Start05+0x23C 2.840us -~
4 F
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Basic Formatting

i) BuTrace.List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || B MIPS ][‘ More][v Lesd
record run |address cycle |data symbol ti.back |
addt r12,r12,0x5620 -
11 ril,ox1 =
sthx ril,rl12,r31 =
-0004178740 0:40005632 wr- by‘te 01 ..Global\flags+0x12 0. 500us
addi r3l,r31,oxl -
0x400013AC = 1
-0004178739 P:400013AC ptra diabch\steve+OxZ24 0.330us | .
[ cmpen 31,0517
+ £ A ONNT I
~000" | BuTrace List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || Bl Profile || EEMIPS |[% More|[X Lesg
record run |address cycle |data symbol ti.back i
15 r12,0x4000 -
addi rl2,rl12,0x5620
14 ri1,0x1 -
sthx ril,r12,r31
-0004178740 D:40005632 wr- by‘te 01 ..Glebal\flags+0x12 0. 500us -
addi r31,.r31,0x]1 -\
LLb 0x400013AC
r Cmpwl r31,0x1./
[ bat 0x400013CC
BuTrace.List
(& setup...|[ 12 Goto... |[ #3Find... | Mchar‘t ]L M Profile || HE MIPS ][‘More][v Lesd
record run |address cycle |data symbo ti.back i
-0004178750 D:40005620 wr-byte 01 ..Global%\fTags+0x0D 0. 500us
-0004178748 D:4000562E wr-byte 01 ..G'Ioba'I\F'Iags+0x0E 0. 500us
-0004178746 D:4000562F wr-hyte 01 ..Global'flags+0x0F 0. 500us
-0004178744 D:40005630 wr-byte 01 ..G'oaa \F' ags+0x10 0. 500us 3_
-0004178742 D:40005651 wr-byte 01 .G T lags+0x11 0. 500us
-0004178740 D:40005632 wr-byte 01 ..G'Ioba'I\F'Iags+0x12 0. 500us
689 for (1 =0; i <= SIZE ; i++ )
d o
—00041787 H B:Trace.List EI@
(& setup...| n, Goto... || #3Find... || fl chart |[ B Profile || BB MIPS ][4 More|[X Lesq
record |
register 1nt 1, primz, k: ~
int anzahl; =
(29 anzahl = 0; 3. 670us e
687 for (1 =0; 1 <= 5IZE ; flags[ i++ ] = TRUE ) ; 0.104us
689 for (1=0; 1 <= 5IZE ; i++ ) 17.061us
691 ' if ( flags[ 1 ] ) 0.415us
J A ¥

1. time Less

Suppress the display of the program trace package information
(ptrace).

2. time Less

Suppress the display of the assembly code.

3. time Less

Suppress the data access information (e.g. wr-byte cycles).

The More button works vice versa.
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Correlating the Trace Listing with the Source Listing

| Trace | Probe Perff Cov MPC!
& Configuration...
B CTS Settings...
MNEXUS Settings...
=l Trigger Definition 4

+ Tracking with Source

! Default
= Timing L4 All
fuf Chart 4
| List Context Tracking Syst
ESavetracedata @ =t -on e e

E Load reference data ...

Reset

B:Trace.List [E=5{EEE
(& setup...|[ [ Goto... |[ #3 Find... |[ A chart || B Profile | H wps ][‘More][' Lesg
record [run |address [cycle  [data [symbol [ti.back L
sthx ril,ri2,r31 2 s
-0004178775 D:40005621 wr—byte 01 \\d'iabc_'int\G'Ioba'I\f'lags+Ux1 0.495us E|
addi r3l,r31,0x1
b 0x400013AC =
-0004178774 P:400013AC ptrace “Wdiabe_int\diabc'sieve+0x24 0.335us o
£ cmpwi r31,0x12
400013C A
| r12,0x4000
add1 ri2,r12,0x5620
1 ri1,0x1
sthx ril,ri2,r31 2,1
-0004178773 D:40005622 wr- by‘te 01 ‘‘\diabc_int\Global\flags+0x2 0. 500us
add r31,r31,0x1
0x400013AC
-0004178772 P:400013AC ptrace “Wdiabc_int\diabc'\sieve+0x24 0.335us -
Fl »
Active Window
{E{ B::Data.List E: /Track EI@
[ Mistep |[ ® over || & next [ Return | up | J[_1n Break || [ mode | Find: diabc.c
addr/line  |code |1abel mnemonic |comment =]
687 for {1 =0; i <= SIZE ; flags[ i++ ] = TRUE Yo N
ESP:400013A8 |3BE00000 i r3l,0x
ESP:400013AC |2C1F0012  .L529: cmpwi r3l,0x12
ESP:400013B0 [4181001C bgt 0x400013CC 2 -
E 3D8 i rl12,0x4000 E r'12 16384
ESP:400013B8 |Z98C56.20 add1 r12,r12,0x5620
ESP:400013BC |29600001 T4 ril,0x1
ESP:400013C0 |7DECFIAE sthx ril,rl2,r31 @
ESP:400013C4 |3BFFO00L add1i r3l,r31,0x1
ESP:400013C8 |[4BFFFFE4 b 0x400013AC : i
| HER i Vo,
All windows opened with
the /Track option follow the
cursor movements in the
active window
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Browsing through the Trace Buffer

£ BuTrace.List o [ 3] &
(& setup...[ T3 Goto... | #3Find... || A chart || B Profile || B MIPS ][‘More][ Les
record run address lcycle  |data |symbal [t1.back =
eq Ox40001DA0 s
-0000001002 P:40001DAD ptrace iabc_int\Global'_d_div+0x274 1.165us (5
£ cmplw r30,r26 =
slwi r28,r28,0xl )
insTwi r28,r29,0x1,0x1F B
slwi r29,r29,0x1
bne 0x40001DES
-0000001001 P:40001DBS8 ptrace
L b1t 0x400010D4 1Y Trace Goto =0 = =
:40001DD4 Record / Time [ Bookmark
F an rl0,r29,r4
and r9,r28,r3 -1000. - [ Goto i
or. ri0,r9,rl0
slwi r30,r30,0x1
insTwi r30,r31,0x1,0x1F Previous | (.. First. | [ Trigger | [ 2Zero ]
slwi r3l,r31,0xl
beg 0x40001DA0 Next il A ] [ R (s O
-0000000999 P:40001DA0 ptrace
r cmplw r30,r26
,
Pg T Scroll page up.
Pg{ Scroll page down.
Ctrl-Pg * Go to the first record sampled in the trace buffer.
Ctrl-Pg | Go to the last record sampled in the trace buffer.
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Display Items

Default Display ltems

Trace.List EI-
|&Setup... || i} Goto... || $3Find... || ! Chart || B Profile || B MIFS || 4+ More || T Less
record |run |address cycle |data symbol ti.back
678 r while { k <= SIZE ) o~
cmpwi r29,0x12 E
680 flags[ k ] = FALSE; =
lis ri2,0x4000
addi rl2,rl12,0x4128
14 ri1,0x0
sthx rll,r12,r29
-0000000092 D:4000413A wr-byte 00 “\diabc\Global'flags+0x12 0.615us
681 k += primz;
add r29,r29,r30
Lb 0x4000131
-0000000091 | F:40001318 p ce ““Mdiabchdiabchsieve+0x70 0.370us
678 while ( k <= SIZE )
[ cmpwi r29,0x12
bgt 0x40001338
-0000000090 | F:40001338 ptrace . “Mdiabchdiabchsieve+0x90 0.370us
683 anzahl++;
| addi r28,r28,0x1 -
4 }
. Column record

Displays the record numbers

o Column run

The column run displays some graphic element to provide a quick overview on the instruction
flow.

Trace.List List.ADDRESS DEFault

B::Trace.List List ADDRESS DEFault = | & =
(& setup...|[ 7 Goto... || #3Find... || rvichart || EProfile || EMIPS || & More || Tless |
record |run |address cycle |data symbol
addi r31,r31,0x1 o
| b 0x400012CC \asie =
. -0003490627 F:400012CC ptrace Sdiabch\diabcsieve+0x24
Sequentlal cmpwi r3l,0x12 o
mstruchgn flow 19 r12.0x4000
(so||d ||ne) addi ri2,r12,0x4128
14 ril,0x1
sthx ril,ri12,r31
-0003490626 D:4000413A wr-byte 01 ‘\diabc\Global'flags+0x12
K h gddi r31,r31,0x1
war ran 0x400012CC . . .
backward branc -0003490625 | F:400012CC ptrace “Mdiabcdiabchsieve+0x24
L cmpwi r3l,ox1z2
forward branch bgt 0x400012EC . . .
-0003490624 | F:400012EC ptrace “WMdiabchdiabchsieve+Ox44
672 for (1 =0 ; 1 <= SIZE ; i++ )}
14 r31,0x0 -
J ¢: | [Tl = b
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The column run also indicates interrupts and TRAPs.

feeTceLin B
(& setup...|[ 1 Goto... |[ #3Find... || vichart || EProfile || EMIPS || # More |[ XlLess
record run |address cycle |data symbol ti.back i
e_rlwinm r6,r3,0x3,0x0,0x1C -
se_sraw r7,r6 B
e_lis r5,0xFFF50000 p
e_stw r7,-0x7FEO(rs5)
se_blr -
-0000010061 | V:40005408 ptrace WWam02_bflx\im024\FuncTASK3+0x38 1.250us
r se_lbz r7,0x0(r31)
—+ interrupt
-0000010060 V:40000040
+ 2_b 0x40004FEE
-0000010059 | | V:40004FEE ptr -x\Global\0sInterruptDispatcher 0.750us
e_stwu rl,-0x50(r
_stmvgprw 0x0C(r1) [}
_stmvsprw 0x38(r1)
_stmvsrrw O0x48(rl)
e_bl 0x40003D50
-0000010058 | | V:40003D50 ptrace xh\osisri\0SInterruptDispatcherl 0.750us -
4 3
Column cycle
The main cycle types are:
- ptrace (program trace information)
- rd-byte, rd-word, rd-long (read access)
- wr-byte, wr-word, wr-long (write access)
- owner (ownership trace messages)
- unknown (Branch Trace Messages that can not be decoded)
+Trace.List NEXUS DEFault ol ® |
(& setup... | A Goto... || #aFind... || Avchart || Eprofile || BMPS || $More || Xiess |
record [nexus run |address cycle data symbol ti.back |
-0000999813 [TCODE=03 SRC=0 PT-DBM ICNT=0007 unknown 1.110us .
-0000999812 |TCODE=03 SRC=0 PT-DBM ICNT=0002 unknaown 0.370us [z
-0000999811 |[TCODE=03 SRC=0 PT-DBM ICNT=000C unknown 1.480us
-0000999810 [TCODE=03 SRC=0 PT-DEM TCNT=0003 unknown 0.495us
-0000999809 |TCODE=03 SRC=0 PT-DBM ICNT=000C unknaown 1.355us =
-0000999808 [TCODE=0B SRC=0 PT-DBSM ICNT=0003 F-ADDR=400012F0 F:400012F0 ptrace ..5ieve+0x48 0.740us
e — cmpwi r31,0x12
674 ' if ( flags[ i ] )
Tis ri2,0x4000
addi ril2,r12,0x4128
Thzx ri2,r12,r31
cmpwi riz,0x0
beg 0x4000133C
-0000999806 |TCODE=03 SRC=0 PT-DBM ICNT=0007 | F:4000133C ptrace ..sieve+0x94 0.860us -

The decoding of the Branch Trace Messages can start, as soon as a full address
(F-ADDR) is exported. Branch Trace Messages that can not be decoded are marked as

unknown.
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. Column address/symbol

Trace.List EI

(& setup.... || (3 Goto... || #3Find... || Adchart || EProfile || HMPS || $More || Xiess
record |run |address cycle |data symbol ti.back i
678 r while { k <= SIZE ) o~
cmpwi r29,0x12 =
680 L flags[ k ] = FALSE; -
Tis r12,0x4000
addi r12,r12,0x4128
14 rll,0x0
+ L =11 17 204
-0000000092 D:4000413A wr-byte 00 “\diabc\Global'flags+0x12 | 0.615us
681 k += primz;
add r29,r29,r30
I 040001 218
-0000000091 F;40001318 pirace \wdiabchdigbchsiever0x70 ] 0.370us
678 while ( k == SIZE )
[ cmpwi r29,0x12
gt 0x400013358
-0000000090 | F:40001338 ptrace ) “Mdiabchdiabchsieve+0x90 0.370us [
683 3nzah'|++;
addi r28,r28,0x1 -

Fl [}

The address column shows the following information:
<access class>:<logical_address>

Access Classes

F Program address, disassembly shows standard PowerPC
instructions

v Program address, disassembly shows VLE encoded
instructions

D Data address

The symbol column shows the corresponding symbolic address.
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. Column ti.back

=0 =R
record |run |address lcycle  |data |symbol [t1.back Ly
[ r while { k == SIZE ) o
cmpwi r29,0x12 =
r -
680 flags[ k ] = FALSE; =
Tis r12,0x4000
addi r12,r12,0x4128
14 rll,0x0
sthx rll,rl2,r29
-0000000092 D:4000413A wr-byte 00 “\diabc\Global'flags+0x12 0.615us
681 k += primz;
add r29,r29,r30
Lb 0x40001318
-0000000091 | F:40001318 ptrace ““Mdiabchdiabchsieve+0x70 0.370us
678 while ( k <= SIZE )
cmpwi r29,0x12
bgt 0x400013358
-0000000090 | F:40001338 ptrace “Mdiabchdiabchsieve+0x90 0.370us E
683 anzahl++;
addi r28,r28,0x1 -
‘ b

The ti.back column shows the time distance to the previous record.
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Further Display Items

Time Information

Time.Back Time relative to the previous record (red)
Time.Fore Time relative to the next record (green).
Time.Zero Time relative to the global zero point.

Trace.List TIme.Back TIme.Fore TIme.Zero DEFault

i Bu:Trace.List TIme.Back TIme.Fore TiIme.Zero DEFault E’@
(& setup...|[ ¥ Goto... || F4Find... || Ad chart |[ B Profile | EEIMIPS |[% More)[X Lesg
record [ti.back ti.fore ti.zero run |address cycle |data symbol -
0x400013AC -
-0014175399 0.335us 0.500us  14.435ks P:400013AC ptrace ‘\diabc_int\diabc)\sieve+0x24 B
cmpwi r31,0x12 =
T1is r12,0x4000 o
addi ri2,rl2,0x5620 i
14 ril,0x1 =
sthx rii,ri2,r31
-0014175398p 0. 500us 0.335us==n 14, 435ks D:40005621 wr-byte 01 ‘M\diabc_int\Global\flags+0x1
addi r3i,r31,0x1
0x400013AC
-0014175397 e (). 335us 0.500us < 14, 435ks P:400013AC ptrace ‘\\diabc_int\diabc\sieve+0x24
cmpwi r31,0x12
( T1s riz2,0x4000 -
J 4 I 3
Set the Global Zero Point (tool timestamp only)
BuTrace.List TIme.Back TIme.Fore TIme.Zero DEFault EI@

(& setup... || Y Goto... || #} Find... || £ Chart | Prafile || BmPs |4 dore|[ X Lesg ]

record [ti.back [ti.fore

t

- Zero

[run [address lcycle  |data |symbol !

-0014175398 0.500us 0.335us

-0014175397 0.335us 0. 500us

0.500us

0.835us

0x4000
EVYalr T

ﬁ Toggle Bookmark

@Y, View
List

i Chart

4 First in Statistic
& Lastin Statistic
4 Full Statistic

here

& Set CTS

-

13AC
vhdiabc_inthdiabc\s1eve+0x24

01 \\diabc_int\Global\flags+0x1
‘“Adiabc_inthdiabchsieve+Ox24
\ s
A\
Establish the

selected record as
global zero point
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Time Synchronization between TRACE32 Instances (AMP)

Setup

If a AMP multi-core debugging session is set up, start/stop synchronization for the cores is established.

File Edit View Var Break Run CPU Misc Trace Pef Cov MPCSXXX{ Window Help

MRy e v E 2RO HEN S @ L P

éz? B:5¥nch.state

=N NCR

synch Connect

OFF localhost: 10000

@ 0N localhost: 10001
RESet |

Start/stop
synchronization
between cores/instances

slave
V| SlaveGo
| SlaveBreak
| SlaveStep
/| SlaveSystemMode

master
| MasterGo
/| MasterBreak
/| MasterStep
| MasterSystemMode

File Edit View Var Break Run CPU Misc Trace Pef Cov MPCSXXX Window Help

HE(deeernFEewaoll2umscds @ 20

éy B:SYnch.state EI@
synch Connect
7) OFF localhost: 10001
@ 0N localhost: 10000
master slave
[¥] MasterGo [¥] slaveGo
[¥] MasterBreak
[¥] Masterstep
[¥] MasterSystemMode

‘B::

emulate trigger [devices H trace H Data H other H previous

SF:40000710 \\demo'\demo\Acknoledge stopped by devt2 HLL  UP

For trace synchronization the following commands have to be executed:

SYnch.XTrack localhost:10001 ; in TRACE32 instance for core0l

SYnch.XTrack localhost:10000 ; 1n TRACE32 instance for corel
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Utilization

The base for the trace synchronization is the tool timestamp or if enabled the Nexus timestamps.

Trace.List TIme.Zero DEFault /Track ; /Track enables here the
; time synchronisation to
; trace display windows in
; other TRACE32 instance

File Edit View Var Break Run CPU Misc Trace Probe Perf Cov MPCSXXX Window Help

(M E|+ e v @ |lauNdaa @ L2

| [B:Trace.List %TimeFixed Time.Zero DEFault /Track] o= =]
{WSetup.--H I} Goto... H $iFind... “ o Chart ]!Proﬁle J M MPS & More X less
record [t1.zero run |address cycle |data symbo |
semflr r0 -
e_stmw r30,0x8(r1) =
se_stw r0,0x14(r1) ) ) -
375 int nProcessorID = GetProcessorID(); /* get processor ID from PIR
e_bl 040000112 o
-0000792617 0.016364910s V:40000112 ptrace W\ dema'GlobalGetProcessorID
= mfspr r3,spr286
l-0000792614 D <k
E se_mr r30,r3
e_addléi r31,rl13,-0x7FFO
377 if (nProcessorID == 0)
se_cmpi r30,0x0
se_bne 0x40000784
-0000792612 0.016367105s V:40000784 ptrace “\demo'\demo'\main+0x2C
;;ﬂse :
14 - i v Tlme
‘ synchronization
|E::
\ between
emulate trigger I devices H trace H Data II Var H List H PERF II SYStem H other H previous I TRACE32
lc-T: 0000792614 -3.5155 | C-7: +16.366ms stopped by devt2 HLL  |ue instances

Break robE Perf Cov MPOSXXK  Window e

wWEees @&

File Edit View Var

(M K|+ |2 ol

B::Trace.List %TimeFixed Time Zero DEFault /Track] = e
& setup... || 1 Goto... || #iFind... || Adchart || Herofile || HEmips # More X Less
record |t1.zero run address cycle |data symbaol f
se_mtlr r0 -
e_stmw r30,0x8(r1) =
se_stw r0,0x14(r1) B =
375 int nProcessorID = GetProcessorID(); /* get processor ID from PIR
e_bl 0x40000112 =
-0000792617 0.016364910s V:40000112 ptrace “Y\demo'Global\GetProcessorID
= mfspr r3,spr286
se_|
| §-0000792614 E p |-

c Se_mr r30,r3
e_addl6i r31,rl13,-0x7FF0

377 if (nProcessorID == 0}
se_cmpi r30,0x0
se_bne 0x400007 84

|
-0000792612 0.016367105s V_:_40000784 ptrace Y\ demol demo'\main+0x2C
fg'l se
| [ i i
|
emulate wigger |[ devices |[ trace |[ Data |[ war [ ust |[ PeRF ][ System |[ other || previous |
|C-T: -0000792614 -3.515s | C-Z: +16.366ms stopped by devt2 HLL UP
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Find a Specific Record

i BuTrace.List EI
(& setup...|[ 13 Goto... |_#3Find, N A chart || I Profile || I MIPS ][‘I’«'Iore][v Lesd
record run |address lcycle  |data |symbol [t1.back Ly
202 for { regvar = 0; regvar = 51 ; regvar++ ) E
addi r30,r30,0x1 =
0x40000198
-0007906470 P:40000198 ptrace ‘“diabc_inthdiabc\func2b+0x24 0.500us =
cmpwi r30,0x5
ge 0x40000158
-0007906469 P:400001B8 ptrace o
204 |} . 130, 0x8(r1) #3 Trace Find o ===
L 0x8(r ~
-0007906468 D 40007F78 rd- 'It;ng ) Expert @ Cycle 2 Group ) Changes O Up
r31,0x0C(r1) - o
0007906466 D 40007€7C rd-Tong Slxina I BT
r0,0él—_ll (rl) — address [ expression
-0007906465 D 40007F84 r ong P
mt1r ro [ETHLL
addi rl,rl,0x10
blr
-0007906463 P:40001188 ptrace - Cycle Data
o s Sl omw—
= bl 0x400001D0
0007906462 | |  P:400001D0 ptrace
Find Next| [Find First] [Find Here] [ Find Al
4

Example: Find a specific symbol address.

Bu:Trace.List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || Bl Profile || EEMIPS |[% More|[X Lesg
record run adt]:ress lcycle  |data |symbaol [t1.back Ly
mtlr ro -
Eglldi ri,rl,0x20 E
-0014175413 P:40001358 ptrace “Wdiabe_inthdiabc\mains0x220 0.665us
670 for {j =0; j < 10; j++) =
£ 14 r31,0x0 (a
’V cmpwi r31,0x04 "
#1Trace Find [E=H =R T
672 - sieve(); O Expert @ Cycle 2 Group ) Changes ' Up
1 0x40001388 e
0014175412 P:40001386 ptrace Sligal, @ Down
— address [ expression
char flags[SIZE+1]; sieve - [CTHLL
int sieve()
681 |¢ Cycle Data
= shu rl, OxlS (ri) -
nf'lr r0
stw r28,0x8(r1)
-0014175409 D:40007F70 wr-long [Find NextlI[Find First| I[Find Here| [ FindAll | [ clear | [ cancel |
4

A more detailed description on how to find specific events in the trace is given in “Application Note for

Trace.Find” (app_trace_find.pdf).
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Belated Trace Analysis

There are several ways for a belated trace analysis:
1. Save a part of the trace contents into an ASCII file and analyze this trace contents by reading.

2. Save the trace contents in a compact format into a file. Load the trace contents at a subsequent
date into a TRACES32 Instruction Set Simulator and analyze it there.
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Save the Trace Information to an ASCII File

Saving a part of the trace contents to an ASCI file requires the following steps:

1. Select Print in the File menu to specify the file name and the output format.
Edit View Var Break Run C
2 Run Script...
Edit Script...
#3 Search for Script...
Open File...
R Lzl . BaPRinTer fo e s
Type File...
gagl Dump File“l - ....................... type ........................................................................... -
) printer [WIN (Windows Default) ']
€@ Stop Command L ClipType
© Clipsoard  |ASCIE (ASCII ENHANCED) -
@l Window Screenshot to File... e FileType
¢ et @ FILE [ASCIE (ASCIT ENHANCED) -
C:\T32_MPC\testrun.|st browse...
PRinTer.FileType ASCIIE ; specify output format
; here enhanced ASCII
PRinTer .FILE testrun.lst ; specify the file name
2. It only makes sense to save a part of the trace contents into an ASCIlI-file. Use the record

numbers to specify the trace part you are interested in.

TRACER32 provides the command prefix WinPrint. to redirect the result of a display command into a
file.

; save the trace record range (-8976.)--(-2418.) into the
; specified file
WinPrint.Trace.List (-8976.)--(-2418.)

3. Use an ASCII editor to display the result.
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Postprocessing with TRACE32 Instruction Set Simulator

1.

Trace
& Configuration...
B CTS Settings...

MNEXUS Settings...
Y List

T Save trace data ...

g Load reference data ...

Reset

Probe Pef Cov MPC

-

Save the contents of the trace memory into a file.

3’3 B::Trace.SAVE
filename
testrunl

Compress

(©) BusTrace

@ FlowTrace

Cancel

The default extension for the trace file is .ad.

Trace.SAVE testrunl
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2. Start a TRACE32 Instruction Set Simulator (PBI=SIM).

4 -7 Configuration Tree
- Settings
4 7] MPCBxsx Simulator
ioa ‘k 1: Simulator

[> Start Ctrl+5
File
Clipboard

Show Start Environment ...

Create Config Files
Create Start Link ...
Select Item by ID ...
Reset

Delete

d
)
@
K
T

Setup

Down
Instances...
Information...
Save and Exit
Save

Help

1D: //Configurationd/Simulator

|

| EBI=SIM

Start Environ =
Batch Job

C:
cd C:\T32_HPC
C:\T32_MPC\bin\windows64\t32mppc.exe -c C:\TMP\T32_1000187.t32

»

[u]

4 3

T32 Configuration File  C:ATMPAT32_1000187.t32

;This configuration file is generated with T3253tart2 -

sEnvironment Variables

05=
ID=T32_ 1000187
THE=C:\THP

S¥YS=C:\T32_MPC
HELP=C:\T32_MPC\pdf

m

; Standard License File (client.lic) used

;T32 API Rccess
; not used

;T32 Intercom
; not used

;T32 GDB | 4
; not used

;Connection to Host |

Edit Histary Settings... ] ’ Save Batch Job Az, ] ’ Save Config As... ] I Cloze

e —— e ———
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Select your target CPU within the simulator. Then establish the communication between
TRACE32 and the simulator.

Misc Trace Probe Perf

Register Set Change L4
8 CPU Registers
L ; — Mode ———— — MemAccess — — Option ————
FPU Registers - -
& Peripherals © Down @ CPU IMASKASM
; NoDebug NEXUS [C] MASKHLL
xceptlo Control o © Denied
em Settings...
b i A Attach — CpuAccess ——
& Clock Frequency -
& Set Clock Frequency.., sirmily flEnabs
Up (StandB @ Denied
Standalone Reset © Up ©) Nonstop
In Target Reset
Reset CPU Registers
- CPU
MPC5554 ~

4. Load the trace file.
|Trace| Perf Cov MPCSXXX V
W Configuration...
B CTS Settings...
== Trigger Definition 4 TR o
£ List 4 ; S i
Organize + New folder =~ O @& [
= Timing 4 = i
ful Chart » ¥ Favorites *  Name Date modified
g FesEEL e P Desktop || testrun.ad 25.08.2011 11:44
iT Load reference data ... 4 Downloads
5l Recent Places
Reset
= Libraries
@ Documents
J’ Music
(=] Pictures
B videos
8 Comnurter o [ i ] >
File name: testrun.ad - ’Cnnent (*.ad) v]
I Open |v| ’ Cancel ]

Trace.LOAD testrun

©1989-2024 Lauterbach

Training Nexus Tracing |

84



5. Display the trace contents.

i) BuTrace.List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || EEMIPS |[% More|[X Lesg
record run |address cycle |data symbol ti.back i
-000021 P:20001DD4 ptrace 4.500us
£ and rl0,r29,r4
and r9,r28,r3 -
or. r10,r9,r10
slwi r30,r30,0x1 -
inslwi r30,r31,0x1,0x1F
slwi r3l,r31,0xl
beq 0x20001DA0
-000020 P:20001DA0 ptrace 8.335us
£ cmplw r30,r26
slwi r28,r28,0x1
inslwi r28,r29,0x1,0x1F
slwi r29,r29,0x1
bne 0x20001DB8
-000018 |BRK
+‘-‘:‘-‘:‘-‘:‘-‘:‘-‘:‘-‘:
m 4 13

LOAD indicates that the source for the trace information is the loaded file.

6. Load symbol and debug information if you need it.

Data.LOAD.E1f diabc_ext.x /NoCODE

The TRACE32 Instruction Set Simulator provides the same trace display and analysis commands as the

TRACES32 debugger.
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Trace-based Debugging (CTS)

Trace-based debugging allows to re-run the recorded program section within TRACE32 PowerView.

If Data Trace Messages were enabled for ReadWrite, it is also possible to watch memory, variable and
register changes while re-running the recorded program section.

Re-Run the Program

Setup

In order to re-run the program, it is sufficient to only enable Branch Trace Messaging. One of the following
configurations is suitable:

. BTM ON
. BTM ON + HTM ON
. BTM ON + HTM ON + BL_HTM ON

enDTM
en0TM
SupprTHReshold

1/4 -

&2 B:NEXUS == ==

nexus selection option configuration CLIENT1
©) OFF [ [CIroTD PortSize SELECT

@ ON STALL MDO12 NONE

[oFF ~| | - PortMode MODE

| | (o

suppression [1opbrR CLIENT2
4 List enDQM SELECT

| SpenwTM NONE

| SpenPTM MODE

OFF

If you use an OS, it is recommended to also record the task switch information. See “OS-Aware Tracing
(ORTI File)” in Training Nexus Tracing, page 193 (training_nexus.pdf).
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Un-check UseFinalMemory in the CTS configuration window. A full explanation on this is given later in the
chapter “CTS Technique”, page 99

]
& Configuration... |
b&e CTS Settings...

MNEXUS Settings...

List »

nm Timing L4
N Chart y || &= ! B CTS EI@
E.? Save trace data ... :ta[:'i': ..... s pillons
ﬁ Load reference data ... ==
S © ON [ usevm
B == |~ warnings | | [¥]useConst
- commands ——
- fifofulls | UseRegister
[¥] UseCACHE
- - " | [¥]UseReadCyde
&% PROCESS | | — Mode ———— [¥] UseWriteCyde
&R/ List @ Full [V] SmartTrace
) Memary [C] sELectiveTrace
©) CACHE [¥] NCremental
CTS.state

CTS.UseFinalMemory OFF
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Get Started

Specify the starting point for the trace re-run by selecting Set CTS from the Trace pull-down menu. The

starting point in the example below is the entry to the function func10.

:Trace.List EI
(& setup...|[ 1 Goto... || #3Find... || vichart || EProfile || EMIPS || & More || Tiess |
record run |address cycle |data symbol ti.back i
gglld'l rl,rl,0x18 -
r =
-0001997651 | F:400011C8 ptrace “Mdiabchdiabcimain+0x16C 2.955us lfl
621 -F_:
0x40000798 Trace [
func100) R Set Ref
355 { z+ Set Zero
stwu ri,-0x58(r1) [1 Toggle Bookmark
mf1r r0 Y
stmw ri4,0x10(r1)
stw r0,0x5C(r1) )
register i, j; Qy, View
reg'ister vl, v2, v3, v4, v5, vb, v7, v8; = List
register v9, v10, v11, w12, w13, v14, w15, vl6, v17; il Chart
360 vl7 = 0 o
14 ri2,0x0 Ignore in Statistic
stw ri2,0x8(r1) : ¥ Usein Statistic
el 1 ‘FO;M(_ %0 0: i <3; i++) F First in Statistic
crpwi r31,0x3 * Lastin Statistic
362 : V17 4= 1; ¥ Fullstatistic
Wz r12,0x8(r1)
add ri2.ri2,r31 hee '
—TIs -
Selecting Set CTS has the following effect:
. TRACES32 PowerView will use the preceding trace packet as starting point for the trace re-run.
i BuTrace.List EI
(& setup... [ 4 Goto... || F3Find... || fwichart || EProfile || EIMIPS || #More |[ Xless |
record run |address leycle  |data |symbaol [t1.back =
WZ r0,0x1C(rl) -
mt1r ro E
gglld'i rl,rl,0x18 -
r
-0001997651 | F:400011C8 ptrace “Mdiabchdiabcmain+0x16C 2.955us =
(u
621 funcl0();
D 0x400007 98 ; funcl0
funcl10{)
355 {
stwu rl,-0x58(r1)
mf1r r0
stmw ri4,0x10(r1)
stw r0,0x5C{r1)
register 1, j; -
4 3
J The TRACE32 PowerView GUI does no longer show the current state of the target system, but it

shows the target state as it was, when the starting point instruction was executed. This display

mode is called CTS View.
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CTS View means:

The instruction pointer is set to the values it had when the starting point instruction was

executed. This is done for all cores if an SMP system is under test.

The content of the core registers is reconstructed (as far as possible) to the values they had
when the starting point instruction was executed. This is done for all cores if an SMP system is
under test. If TRACES32 can not reconstruct the content of a register it is displayed as empty.

TRACE32 PowerView uses a yellow look-and-feel to indicate CTS View.

The Off button in the Source Listing can be used to switch off the CTS View.

/A TRACE22 PowerView for PowerPC |- ]
File Edit View Var Break Run CPU Misc Trace Probe Perf Cov MPCSXKX Window Help
MK Al d e »n |2 @ sniE s @ 22|
= Bt [=][=][ =]
[ Step ][ Over ][g Diverge ][ Return ][ Up ][ Step][ O\oer][ Entry][ Of’f]@
addr/1ine |code label mnemonic comment i
619 func9();
SF:400011C4 |[4BFFF54D b1 0x40000710
621 funcl0(};
SE:400011C8 [4BFFFLDL b1 0x40000798 ; funclo
623 funcli( 5 );
SF:400011cCC |3 g 11 r3,0x5
SF:400011D0 |4 b1 0x40000BF0 7
4 | I F
{5} BuRegister =5 EoR
RO 400011c8 R 0 Rl 0 RZ4  4000259A 5| _Stack -
R1 40007F80 9 FFFFFFFF RI 0 40001DBS =
R2 4000AB70 40000000 0 40001830 =
R3 40004024 FFFFFFFF 0 0C
R4 0 0 1
RS 0 4000C010 1 0 0c
RE 0 0 2 40001960 0
R7 0 3 0E 0B
TEL  150A8504 XE 0 CR 20304404 LR 400011cs
TEL F31A9668 USPRGOSA242ECY CTR Dl IP 400011c8 -
4 13
B::
[components][ trace ][ Data ][ Var ][ List ][ PERF ][ other ][ previous
SF:400011C8 \\diabc\diabc\main+0x16C (CTS) CTS (-1997651.0.) MI{  UP

‘B::'

.[cmnponents][ trace ][ Data ][ Var ][ List ][ F’ERF

SF:400011C8 \\diabc\diabc\main+0x16C (CTS) [CTS (-1997651.0.)

TRACES32 PowerView displays the state of the target as it was when
the instruction of the trace record -1997651.0 was executed

©1989-2024 Lauterbach

Training Nexus Tracing

89



Forward and Backward Debugging

Now you can start to re-run the recorded program section within TRACE32 PowerView by forward or
backward debugging.

Forward debugging commands

Backward debugging commands

= [BaList) =1 =R
[ Step ][ Over ][g Di\rerge][ Return ][ Up ][ Step][ O\ner][ Entry][ Dﬁ]@
addr/1ine |code label mnemonic comment i
621 func100); :
SE:400011CB|4EFFESDL bl 0x40000798 ; funcl0 :
623 funcll( 5 ); -

J 4 | LU

Forward Debugging

| lstep || _;over | . Diverge| .. Return| -~ up |
No ftnction No f?nction

Single step

Step over call

Backward Debugging

Re-run until function exit

| N Step” - Dver”x'rL Entry'|

Re-run backward

to function entr
Single step y

backward

Step backward
over call
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Re-Run the Program and Watch the Variables

This feature only makes send for the IEEE-ISTO 5001-2008 and the IEEE-ISTO 5001-2012 standard.

Setup

In order to re-run the program and watch the variables, the following Nexus setups are recommended:

2 BaNEXUS = & ==
nexus selection option configuration CLIENT1
OFF 7] BTM POTD PortSize SELECT
& ON JIHTM STALL MDO12 NONE
oT™ |oFF ~| | |- PortMode MODE
[T WTM 172 v OFF
| & Trace | DQM suppression DDR CLIENT2
[ i | DTM SpenDQM SELECT
|Readwrite ~ SpenWTM NONE
PTCM SpenPTM MODE
PID_MSR 7] SpenDTM OFF
J]BL_HTM Spen0TM
TLBNEW SupprTHReshold
TLBINV [3/4 -

. Enable Branch Trace Messaging (BTM ON/BTM ON + HTM ON/
BTM ON + HTM ON + BL_HTM ON)

. Enable Data Trace Messages for read/write accesses, but suppress Data Trace Messages on
overflow threat.
; Configuration example
NEXUS.BTM ON
NEXUS.HTM ON
NEXUS.BL_HTM ON
NEXUS.DTM ReadWrite

NEXUS. SupprTHReshold 3/4 ; Advise Nexus to suppress specified
; messages when Nexus FIFO is 3/4 filled

NEXUS . SpenDTM ON ; Advise Nexus to suppress Data Trace
; Messages when the specified filling
; level is reached
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Un-check UseMemory in the CTS configuration window. A full explanation on this is given later in the

chapter “CTS Technique”, page 99.

]
/& Configuration... |
b&e CTS Settings...

MNEXUS Settings...

List 4

— fifofulls

progress

warnings

[F=5 EoH
options

UseSIM
[[Jusevm
UseConst

["] useMemary

UseReqister
UseCACHE

UseReadCyde
UselriteCyde
SmartTrace
[T sELectiveTrace
INCremental

e Timing L4
¥l Chart r || & BzCTS
S : S —
E? Save trace data ... B
=3 @ OFF
22 Load reference data ... )
Reset
- commands ——
&4 PROCESS
&%) List
CTS.state
CTS.UseMemory OFF
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Get Started

Specify the starting point for the trace re-run by selecting Set CTS from the Trace pull-down menu. The
starting point in the example below is the read access to the variable mstatic1 in function func2d.

i [BuTrace.List EI
(& setup... || A Goto... |[ #iFind... || Aeichart || Errofile | EMPs || #$More || Xiess |
record run |address leycle  |data |symbaol [t1.back Loy
0x40000248 -~
-0011009066 | F:400002A8 ptrace “Mdiabchdiabch func2d 0.865us =
void func2d() e
219 £
stwu rl,-0x10(r1)
-0011009065 “F'ID:4OOO?F?O wr-Tlong 40007F80 “\Mdiabc\Global'__SP_TEST+0x578 0.615us []
mf1r ro
tw r30,0x8(r1)
-0011009063 D:40007F78 wr-Tlong 4000402C “\Mdiabc\Global'__SP_TEST+0x580 0.740us
stw r31,0x0C(rl)
-0011009061 D: 4000?F?C wr— 'Ion% 00000004 “diabc“Global'__SP_TEST+0x584 0.740us
stw 0,0x14(r1)
-0011009060 D.4000?F84 wr— Tong 40001084 ‘\diabc\Global'__ SP _TEST+0x58C 0.615us
auto short autovar; /* short stack varia /
register short regvar; /% short register 'ur"lab-le =/
223 autovar = regvar = mstaticl;
] r30,-0x/FBE(r13) ;
-0011009058 D:40004058 rd-long 284304 3E diabchdiabc Trace 0.740us
mr r3i,r30 R+ Set Ref
224 autovar++;
addi r31,r31,0x1 zgSetzere
[] Toggle Bookmark E|

Oy, View
Y List

M Chart

Ignore in Statistic
|T Use in Statistic
4 First in Statistic
* Last in Statistic
4 Full Statistic

here L4

©1989-2024 Lauterbach

Training Nexus Tracing

93



Selecting Set CTS has the following effect:

TRACE32 PowerView will use the preceding trace packet as starting point for the trace re-run.

i BuTrace.List EI
(& setup... || A Goto... || #iFind... || Adchart || Errofile | EMPs || #$More || Tiess |
record ruru_ddress leycle  |data |symbaol [t1.back Loy
tw r31,0x0C(rl) -
-0011009061 D:40007F7C wr-Tlon 0000000A “\diabc“Global'__SP_TEST+0x584 0.740us =
stw r0,0x14(r1) .
-0011009060 D:40007F84 wr- Tong 40001084 ‘\diabc\Global'__SP_TEST+0x58C 0.615us
auto short autovar; /* short stack variable #/ o
register short regvar; /* short register variable #/ @
223 autovar = regvar = mstaticl;
] r30,-0x/FBE(r13) ;
-0011009058 D:40004058 rd-long 284304 3E diabchdiabciymstaticl 0.740us
mr r3i,r30
224 autovar++;
addi r31,r31,0x1
226 for { regvar = 0; regvar < 51 ; regvar++ )
14 r30,0x0
extsh ri2,r30
cmpwi r12,0x5
227 vlong += regvar*autovar;
Twz ri12,-0x7Fad(ri3) -
] b

mode is called CTS View.

The TRACE32 PowerView GUI does no longer show the current state of the target system, but it
shows the target state as it was, when the starting point instruction was executed. This display
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CTS View means:

J The instruction pointer is set to the values it had when the starting point instruction was
executed. This is done for all cores if an SMP system is under test.

J The content of the core registers is reconstructed (as far as possible) to the values they had
when the starting point instruction was executed. This is done for all cores if an SMP system is
under test. If TRACES32 can not reconstruct the content of a register it is displayed as empty.

J The contents of the variables changed by the recorded program section are reconstructed (as far
as possible) to the values they had when the starting point instruction was executed. If TRACE32
can not reconstruct the content of a variable ??? are displayed.

J TRACE32 PowerView uses a yellow look-and-feel to indicate CTS View.

. The Off button in the Source Listing can be used to switch off the CTS View.

223 autovar = re

S3CD8048

7FDFF378
autovar++;

3BFF0001

SF:400002C0
224
SF:400002C4

226
SF:400002C8 (3B

auto short autovar;
register short regvar;

WZ
mr

addi

for ( reguar]; 0; regvar
B 3

/A TRACE32 PowerView for PowerPC ===
File Edit View Var Break Run CPU Misc Trace Probe Perf Cov MPCSXKX Window Help
(MM 2e 0 EuiEeadas @ 12
Y BolList T
[ Step ][ Over ][.‘ Diverge ][ Return ][ Up ][ Step][ O\er][ Entry][ Of’f]@ Find:
addr/1ine |code label mremonic comment
SF:400002B8 [200100 stw r0,0x14(r1) -

?var = mstaticl;

r30,-0x7FB8(r13)
r3i,r30

r3i,r31,0x1

r30,0

* short stack variable */
* short register variable */

= 51 ; regvar++ )
x0

; regvar,mstaticl{rl3)

SF:400002CC L85

SF:400002D0 »

SF:400002D4 bge x400002F8

227 v]on? += regvar*autovar;
SF:400002D8 (5158 WZ ri2,-0x7FA0(ri3)
SF:400002DC |7F extsh ril,r30 i
4 | n LS
{iill B:Register | |
RO 40001084 40140000 R1o R24 14 S| _stack -
R1 40007F70 40100000 R17 0 RrR25  400009A0 Fl
R2Z 4000AE70 0 RI18 0 r26 40000400 =
R3 1 0 R19 0 R27  FFF48008
R4 0 0 R20 0 rR28  400009E8
R5 40140000 4000C010 R21 0 R29 0
RE 0 R22 0 RrR30  4000402C
R7 40140000 R23 0 R31 0A v
4 3
&% BuVar.Watch mstaticl fstatic viong vhbfield EI
- [WWatch] [ o’ View ]

= mstaticl = 675480638
- fstatic = -332437825
- vlong = 1902502262

@ wvbfield = (a = 777, b = 777, ¢ = 777, d = 777, e = 777, £ = 777, g = 777, h = 777, i = 777,

| I

3

B::
[componenis] [ trace ] [ Data ] [ Var ] [ List ] [ PERF ] [ SYStem ] [ other ] [ previous
SF:400002BC \\diabc\diabc\func2d+0x14 (CTS) CTS (-11009060.0.) MD{  UP
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[components| [ trace |[ pata |[ wvar J[ wust |[ PerF [ svstem |[
SF:400002BC \\diabc\diabc\func2d+0x14 (CTS) ~ (CTS (-11009060.0.)

*

TRACES32 PowerView displays the state of the target as it was when
the instruction of the trace record -11009060.0 was executed
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Forward and Backward Debugging

Now you can start to re-run the recorded program section within TRACE32 PowerView by forward or

backward debugging.

Forward debugging commands

Backward debugging commands

I

WZ
mr

addi

autovar++;

SF :400002C4 [3EFFO001

B =
[ Step ” Over ”n Diverge” Return ” Up ” Step” Over” Entry” Oﬁ]@ Find:
addr/1ine |code label mnemonic comment i
SF:400002B8 (20010014 stw r0,0x14(r1) ~
auto short autovar; /#* short stack variable #/
register short regvar; /% short register variable =/

autovar = re?var = mstaticl;

r30,-0x7FB8(r13)

; regvar ,mstaticl(rl3)
r31,r30

r3l,r31,0x1 &

4 I F

Forward Debugging

|| /|step || _;over | . Diverge| .‘Return| -~ up |
No ftnction No ffnction

Single step

Step over call

Backward Debugging

Re-run until function exit

| Iy Step” -] Over || 1y Enw|

Re-run backward

to function entr
Single step y

backward

Step backward
over call
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Details on HLL Instructions

The technology used for Trace-Based Debugging allows additionally to display a full HLL trace.

Probe Perf Cov MPCSXXX Window Help

/& Configuration... | @ 2 &|
1 & TS Settings...
MNEXUS Settings...
Default
n Timing L4 All
e Chart b & Tracking with Source
2 Savetrace dota
g Load reference data ...
Reset
& B:CTS List BN =X
[&setup... || FAcTs... |[ 1 Goto... || FiFind... || =|TREE || Avichart |[ &chart || % More |[ X lLess
recor |
-0000100195 |- — - 1.913us

y 4 [m »

15803e+9

o

215 I - vdouble += regvar*autovar;
-0000100192 | - P 21.340us
regvar = 0.0
214 for { regvar = 0.0; regvar < 5.0 ; regvar += 1.0 )
regvar = 1.0
-0000100147 |- P 11.207us
\ =1 00000000001
15803e+9
215 double += regvar®autovar;
58045999999%+9
-0000100125 |- P 49.452us
214 for { regvar = 0.0; regvar < 5.0 ; regvar += 1.0 )
regvar = 2.0 4
-0000100027 |- P 34.262us -
For each HLL step the following information is displayed:
. The values of the local and global variables used in the HLL step
. The result of the HLL step
J The time needed for the HLL step
I CTS.List List pure HLL trace.
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CTS Technique

Current state of the target

Memory CPU register
Command: CTS.UseFinalMemory ON | Command: CTS.UseFinalContext ON
Contents of the

trace buffer Memory-mapped
peripherals

SPR register

Shared memory
(AMP system)

CTS

CTS reads and evaluates the current state of the target together with the information recorded to the trace
memory by default.

The following commands are used to configure CTS properly:

I CTS.UseFinalMlemory ON  Default setting within TRACE32

If CTS.UseFinalMemory is ON and TRACES32 detects that a memory address was not changed by the
recorded program section, TRACE32 PowerView displays the current content of this memory in CTS display
mode.

J If Data Trace Messaging is disabled (NEXUS.DTM OFF), TRACE32 can not detect which
memory content was changed. This is the reason why CTS.UseFinalMemory has to be set to
OFF.

. If Data Trace Messaging is enabled (NEXUS.DTM ReadWrite) it is not guaranteed, that all
read/write accesses are recorded. This is the reason why CTS.UseFinalMemory has to be set to
OFF.
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Please be aware, that CTS ignores all read/write cycles that can not be assigned to its instruction (displayed
in red).

£ BuTrace.List EI@
|&Setup... || I} Goto... || $3Find... || "l Chart || B Frofile || B MIFS || 4+ More || T Less

record |run adn]:lress cycle |data symbol ti.back i

mtTr r0 -

addi rl,rl,0x10 E

blr =

-0003731312 D:40004070 wr-long E45DBAF7 “\M\diabc\Global'wlong 0.615us

-0003731310 D0:40004070 rd-long E45DBAF7 “\M\diabc\Global'wlong 0.99%0us =+
-0003731308 D:40004070 wr-long 68BESCOE “\\diabc\Global'wlong 0.740us

-0003731306 D:40004070 rd-Tong 68BESCOE “\\diabc\Global'wlong 0.740us -
4 }

I MAP.VOLATILE <range> Declare specified address range as volatile.

CTS supposes by default that memory is only written by the core(s) for which trace information is recorded
into the trace memory. But other bus master such as the DMA controller or other, not recorded cores, can
change memory too. And external interfaces can change memory mapped peripheral registers.

All memory ranges, that are not only changed by the core(s) for which trace information is recorded, have to
be excluded from the CTS memory/variable reconstruction.

MAP.VOLATILE 0xF0000000—0xXFFFFFFFF ; exclude peripheral register
; address space from the CTS

; reconstruction

MAP.VOLATILE 0x40018000--0x4001BFFF ; exclude memory that is

; changed not only by the
; recorded core(s)
; from the CTS reconstruction

If Data Trace Messaging is disabled (NEXUS.DTM OFF) and CTS.UseFinalMemory is switch OFF, but your
target memory contains constants, you can configure TRACES32 to use these constants for the CTS
reconstruction by the following commands:

MAP.CONST <address_range>
CTS.UseConst ON

I CTS.UseFinalContext ON Default setting within TRACE32

If CTS.UseFinalContext is ON and TRACE32 detects that a register was not changed by the recorded
program section, TRACE32 PowerView displays the current content of this register in CTS View mode.

CTS.UseFinalContext has to be set to OFF, if you used Stack mode for tracing recording.
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Filter and Trigger (Core) Overview

Break | Run CPU Misc Tr

1 List E!
éylmplementation...

2K Delete All

ZF Trigger Bus...
& OnChip Trigger...

Trigger Reset

TraceEnable, TraceData, TraceON and TraceOFF are so-called filters. Filters can be used advise the

a B::Break.5et

address [ expression

type options

@ Program [T Exclude [CITemporary

©) ReadWrite [CINOMARK [CIp1sable

) Read [“] p1SableHIT

) Write DATA

) default E
FoT— [ Add [ Delete |

[F=% o =)
- [FIHLL

implementation

action

stop hd

stop

Spot

Alpha

Beta

Charly

Delta

Echo

WATCH

TraceData
TraceON
TraceOFF
TraceTrigger

BusTrigger
BusCount

NEXUS module to generate trace information only for events of interest.

TraceEnable: Advise the NEXUS module to generate trace messages only for the specified instruction(s) or

read/write accesses.

TraceData: Advise the NEXUS module to generate trace messages for all executed instructions and for the
specified read/write accesses.

TraceON: Advise the NEXUS module to start the generation of trace messages at the specified event.

TraceOFF: Advise the NEXUS module to stop the generation of trace messages at the specified event.

TraceTrigger, BusTrigger and BusCount are so-called triggers. Triggers can be used to advise the NEXUS
module to signal the occurrence of an event. TRACES32 can react on this occurrence by stopping the trace
recording, by counting the event ....

TraceTrigger: Stop the trace recording at the specified event.

BusTrigger: Generate a pulse on the trigger bus at the specified event.

BusCount: Count the specified event.
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Resources

The MPC5xxx provides the following resources for filter and trigger:

J Data Trace Control Register (DTC): to filter Data Trace Messages (2-4 address ranges)

# B:NEXUS.Register

[E=N Noh/)

ace Control st
C0000000 RWTI

-

m

dis 1 1nr inr DIL data DI data
00000000
00000000
DTEAL FFFFFFFF
DTEA2 00000000
NEXUS.Register
. Watchpoint Trigger Register: to activate a trace action on a specified event. The source for the

specified event are the Watchpoints that are also used for the on-chip breakpoints.

Core type: On-chip Instruction Data Address Data Value
Breakpoints Address Breakpoints Breakpoints
Breakpoints
e200z0 4 instruction 4 single 2 single none
€200z0h 2 read/write breakpoints breakpoints
no counters -- or -- -- or --
2 breakpoint 1 breakpoint
ranges range
€200z0Hn3 4 instruction 4 single 2 single 2 single
2 read/write breakpoints breakpoints breakpoints
2 data value -- Or -- -- Or -- (associated
no counters 2 breakpoint 1 breakpoint with data
ranges range address BPs)
€200z1 4 instruction 4 single 2 single none
e200z3 2 read/write breakpoints breakpoints
e200z6 2 counters -- or -- -- Of --
€200z650 2 breakpoint 1 breakpoint
€200z750 ranges range
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Core type:

On-chip
Breakpoints

Instruction
Address
Breakpoints

Data Address
Breakpoints

Data Value
Breakpoints

e200z335 4 instruction 4 single 2 single 2 single
2 read/write breakpoints breakpoints breakpoints
2 data value -- or -- -- Or -- (associated
2 counters 2 breakpoint 1 breakpoint with data
ranges range address BPs)
€200z446 8 instruction 8 single 2 single 2 single
€200z4d 2 read/write breakpoints breakpoints breakpoints
€200z760 2 data value -- or -- -- Or -- (associated
2 counters 2 breakpoint 1 breakpoint with data
ranges and range address BPs)
4 single
breakpoints
€200z210 8 instruction 8 single 4 single 2 single
e200z215 4 read/write breakpoints breakpoints breakpoints
e200z225 2 data value -- Or -- - Or -- (associated
e200z420 no counters 4 breakpoint 2 breakpoint with data
€200z425 ranges ranges address BPs)
€200z720
€200z4201
€200z4203
€200z4204
€200z4251
20027260
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J The MPC57xx provides also means to control Program Trace Messaging and Data Trace
Messaging from the application.

Nexus Development Control Register:

PTMARK Bit 1 Program Trace Messaging when PMM bit is set

DTMARK Bit 1 Data Trace Messaging when PMM bit is set

Machine Status Register:

PMM Bit Performance monitor mark bit.

PMM Bit 1, PTMARK Bit 1 ->
Program Trace Messaging is enabled

PMM Bit 1, DTMARK Bit 1 ->
Data Trace Messaging is enabled
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The table below summarizes the influence of the filter/ trigger on the messaging.

WTM BTM DTM OTM DQM
Watchpoint Branch Data Trace Ownership Data
Trace Trace Messages Trace Acquisition
Messages Messages Messages Messages
TraceEnable on Watchpoint Disabled Unaffected Unaffected Unaffected
single instruction Hit
Message
for
instruction
TraceEnable on Unused Filter Filter Unaffected Unaffected
instruction range applies applies
TraceEnable on Unused BTM DTM Unaffected Unaffected
read/write access disabled enabled
Filter
applies
TraceData Unused Unaffected DTM Unaffected Unaffected
enabled
Filter
applies
Global Unused Filter Filter Unaffected Unaffected
TraceON/ applies applies
TraceOFF
Program Unused BTM Unaffected Unaffected Unaffected
TraceON/ enabled
TraceOFF
Filter
applies
Data Unused Unaffected Filter Unaffected Unaffected
TraceON/ applies
TraceOFF
TraceTrigger WHM for Unaffected Unaffected Unaffected Unaffected
BusTrigger instruction
BusCount or data
address/da
ta value
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Filter and Trigger (Core) - Single Core

Examples for TraceEnable on Instructions

Resource: Watchpoints

Controlled message types

specified

Message(s) is
generated for the

instruction(s)

WTM BTM DTM OTM DQM
Watchpoint Trace Branch Trace Data Trace Ownership Data
Messages Messages Messages Trace Acquisition
Messages Messages
Watchpoint Hit Disabled Unaffected Unaffected Unaffected

Disable message types, that are unaffected by the filter and not required for your analysis.

&2 B:NEXUS
nexus
) OFF
@ ON

RESet

£ List

selection
BTM
[CIHTM
[Clotm
Clwtm
[CIpgm
DTM
OFF -

PTCM
[C1PID_MSR
[C1BL_HTM
[T TLBNEW
[CITLBImMV

option
[C]poTD
STALL

OFF -

[E=%(EoR =5
configuration CLIENT1
PortSize SELECT
MDO12 NONE
PortMode MODE

suppression
[]spenbgm
[T spenwTm
[T spenPTM
[C] SpenpTM
[C] spenoTm
SupprTHReshold
1/4 -

1/2 W OFF

[ por CLIENT2
SELECT
NONE
MODE
OFF
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Example 1: Advise the NEXUS module to generate only trace information for the entries to the function

sieve.

1. Set a Program breakpoint to the start address of the function sieve and select the action

TraceEnable.

[l B::Break.Set

— addressf’ expreSSiUn .........................................................................
sieve

- type .................... Uptlons
@ Program [[ Exclude [CITemporary
_ ReadWrite [T nOMARK [C]p1sable
©) Read [C] p1SableHIT
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

2. Start the program execution and stop it.

3. Display the result.

681

int sieve()

-00000016 [TCODE=0F SPI=0 WHM_ 5=0001
—

char flags[SIZE+1];

/* sieve of erathostenes *

2] B:iTrace List NEXUS DEFault [ ==
(& setup...|| 13 Goto... || #) Find... || Adchart | Bl Profile | BN mPS || more|[X Lesq
record nexus run address symbol ti.back
[ stwu 1 a
—— TRACE ENABLE B
00000017 [TCODE=0F SPI=0 WHM S=0001 | C:40001388 ptrac \\diabc_int\diabc\sieve 89.480us _
char flags[SIZE+1];
int sieve() * sieve of erathostenes *
681 |{
| stwu rl
—— TRACE ENABLE
| €:40001388 ptrac \\diabc_int\diabc\sieve 89. 340us
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The following Trace.STATistic command calculates the time intervals for a program address event. The
program address event is here the entry to the function sieve:

Trace.STATistic.AddressDIStance sieve

£ | B:Trace.STATistic. AddressDIStance sieve EI@
(& setup...][ [l Chart ||  Zoom | X Zoom || 4 Move || T Move
samples: 59. avr: 33.599ms min: 89.320us max: 395.507ms
total: 2.300s  in: 1.982s  out: 318.026ms ratio: 86.174%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 0.000us 0. 0.000% o
41.943ms 54. | 91.525% 1
83. 886ms 0. 0.000%
125.829ms 0. 0.000%
167.772ms 0. 0.000%
209.715ms 0. 0.000%
251.658ms 0. 0.000%
293.601ms 0. 0.000% E |
335. 544ms 0. 0.000% |
377.487ms 0. 0.000%
419.430ms 5. 8.474%
461.373ms 0. 0.000%
503. 316ms 0. 0.000%
545. 260ms 0. 0.000%
587.203ms 0. 0.000%,
629.146ms 0. 0.000%
671.089ms 0. 0.000% b
4 I3
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Example 2: Advise the NEXUS module to generate trace information for the entries to the function sieve

and for the exits of the function sieve.

1. Set a Program breakpoint to the start address of the function sieve and select the action
TraceEnable.
[l B::Break.Set
— addreSSJ‘[ eXpreSSiUﬂ .........................................................................
sieve
- type .................... UptIUI"IS
@ Program [[ Exclude [CITemporary
_) ReadWrite [C1 NOMARK [T D1Sable - acti
©) Read [] pISableHIT
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
2. Set a Program breakpoint to the exit address of the function sieve and select the action
TraceEnable.
il B::Break Set = =@ ==
address [ expression
sYmbol EXIT(sieve) - |
type options implementation
@ Program [T Exclude [CITemporary
) ReadWrite [CInOMARK | DISable action
) Read [] p1SableHIT
) Write DATA
© default | || | [ ¥ advanced |
Ok ] [ Add ] | Delete ] [ Cancel |

I sYmbol.EXIT(<symbol>)

Returns the exit address of the specified function

3. Start the program execution and stop it.
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4. Display the result.

i BuTrace.List EI
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || EEMIPS |[# More|[X Lesg
record run |address cycle |data symbol ti.back |
—— TRACE ENABLE -
-00000015 C:40001388 ptrace ‘“Mdiabc_inthdiabc\sieve 1.680us [z
char flags[SIZE+1]; =
int sieve() /% sieve of erathostenes #/
681 {
stwu rl,-0x18(r1)
—— TRACE ENABLE
-00000014 . C:40001444 ptrace “WMdiabe_inthdiabch\sieve+OxBC 87.820us
-
—— TRACE ENABLE
-00000013 C:40001388 ptrace ‘“Mdiabc_inthdiabc\sieve 1.680us
char flags[SIZE+1];
..... |
int sieve() /% sieve of erathostenes #/
681 {
stwu rl,-0x18(r1)
J TRACE ENAELE v
4 3

The following Trace.STATistic command calculates the time intervals between two program address events
A and B. The entry to the function sieve is A in this example, the exit from the function is B.

Trace.STATistic.AddressDURation sieve sYmbol.EXIT (sieve)

= | B:Trace STATistic. AddressDURation sieve s¥mbol. EXIT(sieve) = = =
(& setup...][ [l Chart ||  Zoom || X Zoom || 4 Move || T Move
samples: 30. avr: B87.745us min: B87.660us max: 87.840us
total: 1.332s  din: 2.632ms out: 1.330s ratio: 0.197%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 i
< 87.660us 0. 0.000% '
87.680us 15. | 50.000%
87.700us 0. 0.000%
87.720us 0. 0.000%
87.740us 0. 0.000%
87.760us 0. 0.000%
87.780us 0. 0.000%
87.800us 0. 0.000%
87.820us 0. 0.000%
87.840us 8. | 26.666%
87.860us 7.1 23.333%
87.880us 0. 0.000%
87.900us 0. 0.000%
87.920us 0. 0.000%
87.940us 0. 0.000%
87.960us 0. 0.000%
87.980us 0. 0.000%
> J 0. 0.000% hi
4 I3
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Example for TraceEnable on Instruction Range

Resource: Watchpoints, limited to one instruction address range

Controlled message types

WTM BTM DTM OTM DQM
Unused Filter applies if BTM Filter applies if DTM Unaffected Unaffected
is enabled is enabled

Enable BTM. This filter requires that Branch History messaging is disabled.

Enable DTM if you are interested in the read/write accesses performed by the specified instruction address
range.

Disable message types, that are unaffected by the filter and not required for your analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
FTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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Example: Advise the NEXUS module to generate trace information for all taken branches within the function

func9.

1. Enable Branch Trace messaging, but don't enable Indirect Branch History messaging.

Disable Data Trace messaging.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ oN [CIHT™ STALL MDO12 NONE
Totm [oFF ~| | |- PortMode MODE
Clwtm 12 ~) | | |oFF
& Trace [CIpgm suppression [1pprR CLIENT2
) List DTM [C] SpenDQMm SELECT
OFF [C] spenwTM NONE
FTCM [T spenPTM MODE
[C]PID_MSR [C]SpennTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
[ClTemv 1/4 -
2. Set a Program breakpoint to the complete address range of the function func9 (HLL check box
ON) and select the action TraceEnable.
a B::Break.5et EI@
address [ expression
funco -| (2] @Hu
type options implementation
@ Program [[] Exclude [l Temporary
() ReadWrite [T NOMARK [CD1Sable action
) Read [] pISableHIT
) Write DATA
© default [ || | [ ¥ advanced ]
[ Ok ] [ Add [ Delete ] [ Cancel ]
3. Start the program execution and stop it.
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4. Display the result.

i BuTrace.List EI
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || B MIPS ][‘I’«mre][v Less
record run |address lcycle  |data |symbaol [t1.back =
static void funcl( intptr ) /* static function */ El
int * intptr; =
154 |{
| stwu rl,-0x10(r1) =
—— TRACE ENABLE
-00000059 | P:4000004C ptrace ‘““Mdiabe_inthdiabc\funcl 3.680us
static void funcl( intptr ) /* static function */
int * intptr;
154 |£ E
| stwu rl,-0x10(r1) =
—— TRACE ENABLE
-00000057 P:40000744 ptrace “WMdiabe_inthdiabc\func9+0x34 3.820us
cmpw r30,r31
bge 0x40000774
-00000056 P:40000774 ptrace “WMdiabe_inthdiabc\func9+0x64 0.680us
334 for { regl =0 ; regl = 2 ; regl++ )
t addi r31,r31,0x1
b 0x40000730
-00000055 P:40000730 ptrace “Mdiabe_int\diabc\func9+0x20 0. 500us
cmpwi r31,0x2
[ bge 0x4000077 =
4 3
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Examples for TraceEnable on Read/Write Accesses

Resource: DTC Register

Controlled message types

WTM BTM DTM OTM DQM
Unused BTM is DTM is enabled by Unaffected Unaffected
disabled by filter
filter
Filter applies

Disable message types, that are unaffected by the filter and not required for your analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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Example: Disable Branch Trace messaging and advise the NEXUS module to only generate trace
information for the write accesses to the variable flags[3].

1. Set a Write breakpoint to the variable flags[3] and select the action TraceEnable

€ BuBreak Set [E=H E=E )
address [ expression

flags[3] - IHLL

type options implementation
) Program [C] Exclude [l Temporary
) Readwrite [CInoMARK [TIp1sable action

© Read [C] DISableHIT
) default [ v] [ ¥ advanced]

[ Ok ] [ Add ] [ Delete ] [ Cancel ]

- no data value possible (limitation of DTC Register)
- accessing instruction not possible (limitation of DTC Register)
2. Start the program execution and stop it.

3. Display the result.

race.List NEXUS VAR DEFault [E=R(E=n=")

& setup...| [ Goto... | #1 Find... |[ A chart || Bl Profile || Bl mPs |4 More|[X Less
record |nexus var run [address cycle |data symbol ti.back

-00000027 SPI=0 DT-DWM 5=0000 A=00000000 v=0000000000000001 D:40005623 wr-b 01 \\diabc_int\Global\flags+0x3 67.500us .
00000026 [TCODE=05 SPI=0 DT-DiM 5=0000 A=00000000 V=0000000000000000 0140005623 w 00 \\diabc_int\Global\flags+0x3 221000us (=
-00000025 |TCODE=05 SPI=0 OFF™PMJ 5=0000 A=00000000 v=0000000000000001 D:40005623 01 ‘\\diabc_int\Global\flags+0x3 67.500us
00000024 [TCODE=05 SPI=0 DT-DiM 5=0000 A=00000000 V=0000000000000000 0140005623 00 \\diabc_int\Global\flags+0x3 21.820us ~
-00000023 |TCODE=05 SPI=0 DT-DwM 5=0000 A=00000000 v=0000000000000001 D:40005623 01 ‘\\diabc_int\Global\flags+0x3 67.500us *
00000022 [TCODE=05 SPI=0 DT-DiM 5=0000 A=00000000 V=0000000000000000 0140005623 00 \\diabc_int\Global\flags+0x3 22.000us
-00000021 |TCODE=05 SPI=0 DT-DwM 5=0000 A=00000000 v=0000000000000001 D:40005623 01 ‘\\diabc_int\Global\flags+0x3 67.500us
00000020 [TCODE=05 SPI=0 DT-DiM 5=0000 A=00000000 V=0000000000000000 0140005623 00 \\diabc_int\Global\flags+0x3 21.840us
-00000019 |[TCODE=05 SPI=0 DT-DWM 5=0000 A=00000000 v=0000000000000001 D:40005623 wi 01 ‘\diabc_int\Global\flags+0x3 67.500us ~
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The Variable pull-down provides various way to analyze the variable contents over the time.

; open a window to display the variable

Var.View flags[3]

éf| BuVarView flags[3]

[E=NNoh/

Variable

&k Add to Watch Window
G View in Window

&3 Set Value...

&F Modify Value...

+ GoTill 4
a Breakpoint...

@ Advanced Breakpoint L4

-

a Breakpoints
jaa Display Memory
Display Trace

-

J e&/ List

4] Grep in Sourcefiles
other ¥ | i Value Chart
D
== Format... o] Draw

£ B:Trace.Chart.DistriB Data /Filter Address Var.RANGE(flags[3]) o =& =
(& Setup...]miGroups... (55 config...][ ¥ Goto... || #i Find... |[ 4 In |[»4 Out)[MM Full]
-450.000us -400.000us -350.000us -300.000us -250.000us -200.000us
class | ! ! ! 1 1 I I
(other) o . . . o o . . E
data=Ox14fl ® ® ®H ®H H EH E E EH N A B B E E E N E N N N
data=0x04| NN NN NN NN BEN BNN BNN BNN BN I B -----------
amlr o« [ *

Display the value changes of a variable graphically
Trace.Chart.DistriB Data /Filter Address Var.RANGE(<var>)
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&f| Bi:VarView flags[3]

Variable

&5 Add to Watch Window

&f} View in Window

&% Set Value...

&5 Modify Value...

+ GoTil 4
a Breakpoint...

@ Advanced Breakpoint L4
5 Breakpoints L4
i Display Memory L4

49 Find Al
4 Grep in Sourcefiles #u State Chart
2R Format... EH Bz
£ B:Trace.Chart.VarState /Filter Address Var.RANGE(flags[3]) ===
(& Setup...|[38 Config...|[ 1Y Goto... || #3Find... || #d chart || 4» 1n |[»4 Out|[M Full]
~1400000s -1.047380000s -1.047360000s |
range 4y | | =
flags[31OIT__T10 [T__J0o IL 10 - [T 10 B
- | emlr o« =] b

Display variable contents over the time numerically
Trace.Chart.VarState
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&f| Br:VarView flags[3] = 5

Variable
ﬁﬂ Add to Watch Window
@Eiewin Window -
4 &% Set Value... 3
&5 Modify Value...
+ GoTil 4
a Breakpoint...
@ Advanced Breakpoint

ﬁ Ereakpoints
Display Memory

Display Trace #3 Find All
4 Grep in Sourcefiles #u State Chart
other ’EMValue Chart

~ L R N

2R Format...

2| B::Trace. DRAW.Var %DEFault flags[2] o ==
(& Setup...][ 1Y Goto... ][ #3Find... ][ il Chart ][ » In |[»4 0ut][M Full][ # 1n |[ X out][Z Full]
-854.700ms -854.600ms -854.500ms -854.400m
| | | | |
1. =

Jemlr « = v

Display variable contents over the time graphically
Trace.DRAW.Var %DEFault <var>
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Example for TraceData

Resource: DTC Register

Controlled message types

WTM BTM DTM OTM DQM
Unused Unaffected DTM is enabled by Unaffected Unaffected
filter
Filter applies

Disable message types that are unaffected by the filter and not required for the analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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Example: Advise the NEXUS module to generate trace information for the write accesses to flags[12] and to
generate trace information for all executed instructions.

1.

Enable Branch Trace messaging.

&2 B:NEXUS
nexus
*) OFF
@ ON

RESet

selection
[V]BTM

|

[CIHTM
[Clotm
Clwtm
[CIpgm

[C1PID_MSR
[C1BL_HTM
[T TLBNEW
[CITLBImMV

option configuration
[C]poTD PortSize
STALL MDO12
OFF ~ PortMode

1/2 &
suppression [1pprR

[C] spenpgMm
[T spenwTm
[T spenPTM
[C] SpenpTM
[C] spenoTm
SupprTHReshold
1/4 T

[E=%(EoR =5
CLIENT1
SELECT
NONE
MODE
OFF
CLIENT2
SELECT
NONE
MODE
OFF

Set a Write breakpoint to the variable flags[12] and select the action TraceData.

il B::Break Set ===
addreSS;" expression ................... - -
flags[12] - (2] @Hu

- type ......... UptiUI"IS ........................... .implemenmﬁon

) Program [T Exclude [CITemporary
) Readwrite [CInoMARK [TIp1sable Cacion
© Read [C] DISableHIT

e e
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Start the program execution and stop it.

Display the result.

£ BuTrace List NEXUS DEFault =N SR |
(& setup...| (3 Goto... || §3Find... ||l Chart ][ Bl Profile [ B MPS ][% More][ X Lesd
record nexus run laddress cycle |data symbol ti.back |
addi riZ,r12,0x5620 -
Ti rll,0x0 E
sthx ril,ri2,r29
698 k += primz; b
add r29,r29,r3o =
b 0x400013F8
-06166089 TCODE=05 SPI=0 DT-DWM 5=0000 A=00000000 ¥=0000000000000000 D:4000562C wr-byte 00 \\diabc_int\Global\flags+0x0C 1.160us
-06166088 TCODE=03 SPI=0 PT-DBM S=0007 P:400013F8 ptrace \\diabc_int\diabc\sieve+0x70 0.340us
while ( k <= SIZE )
’& cmpwi r29,0x12
697 flags[ k ] = FALSE;
Tis ri2,0x4000
addi ri2,r12,0x5620
14 ril,0x0
sthx ril,ri2,r29
698 k += primz;
| | add r29,r29,r30 -
£ )

Please be aware that in the case of a TraceData filter a correlation of the data access and the
instruction is in most cases not possible.
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Examples for TraceON/TraceOFF

Global TraceON/Trace OFF

Resource: Watchpoints

Controlled message types

WTM BTM

DTM

OTM

DQM

Unused Filter applies

Filter applies

Unaffected

Unaffected

Enable Branch Trace Messaging and Data Trace Messaging if this information is required for your analysis.

Disable messages types that are unaffected and not required for the analysis.

<& B:NEXUS == =]
nexus selection option configuration CLIENT1
© OFF BTM SmartTrace PortSize SELECT
© 0N [CIHTM [CIpoTD MDO4
[CloTm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
[CIpgm suppression [IpprR
L DTM [C] SpenDQm CLIENT2
[l SpenWTM SELECT
CPTCM | | [C]spenPTM™
[C]PID_MSR [C]SpennTM MODE
[C]BL_HTM [C] spenoT™ OFF
[Tl TLBNEW SupprTHReshold
[CITemyv 1/4 -
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Example:

Advise the NEXUS module to start Branch Trace messaging and Data Write Messages at the entry to the

function func9.

Advise the NEXUS module to stop Branch Trace messaging and Data Write Messages at the exit of the

function func9.

1. Enable Branch Trace Messages and Data Write Messages.
<& B:NEXUS == =]
nexus selection option configuration CLIENT1
©) OFF BTM SmartTrace PortSize SELECT
© 0N [CIHTM [CIpoTD MDO4
Cotm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
& Trace [“1Dgm suppression [IpprR
L DTM [T SpenDgMm CLIENT2
[l SpenWTM SELECT
FTcm [l SpenPTM
[C]PID_MSR [C]SpenDTM MODE
[CIBL_HTM [] SpenoTM OFF
[Tl TLBNEW SupprTHReshold
[CITemyv 1/4 -
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2. Set a Program breakpoint to the entry of the function func9 and select the action TraceON.

[~
[ M sStep |[ ® over |[ ¥ mext ][JRetnrn . ¢up J[ »Go | MBreak || ¥mode | Find:
addr/line  |code Tabel mnemonic |comment L
static int * func9() /* nested local variables */ E
327 |{
:40000710 [9421FFES
SP:40000714 [FCO80246 Program Address
SP:40000718 [93C10010 & GoTil D(r1)
SP:4000071C (2310014 i (r1)
SP:40000720 (2001001C . Breakpoint... rl)
static s i@l Breakpoint »
register g—fea [
auto aut] im Display Memory '
g Toggle Bookmark ]
332 autol = Set PCH
SP:40000724 (51808014 * ER S FFEC(r13)
SP:40000728 (91810008 ggditSource rl)
F
334 for ( rd & Lrsmhie egl+
SP:4000072C (38E00000 ¥ 5o i h
SP:40000730 [2C1F0002 . L158:| =58 INEE
SP:40000734 40800048r ] List There F7C
i Assemble here ...
Medify here ...
Patch here ... E
1154 L
B::Break.Set SP:0x40000710 /DIALOG
— address [ expression
SP:0x40000710 - (2] FHu
- type options —implementation —
@ Program [C] Exclude [CITemporary auto -
) ReadWrite [T nOMARK [C] p1sable - action
) Read [C] p1SableHIT TraceON  ~
) Write DATA
© defautt [ ~| | | [ ¥ advanced ]
hetbee]  |[ousdddees] |wwbololoms] [|waGancchs
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3. Set a Program breakpoint to the exit of the function func9 and select the action TraceOFF.

i [B:Data List] |\ =0 EeH
[ M step |[ M over |[ ¥ next ][ &Return [ @ up || »Go |[ MBreak || IMode | Find:
addr/line  |code 1abel mremonic |comment -
SP:40000790 (25210018 add1 rl,rl,0x18
SP:40000794 [4E800020 o lr

Program Address
func10() + GoTil
355 |{ =
SP:40000798 (9421FFA8 funclO Breakpoint... (ri)
5P :4000079C |7C080246 P 5
SP:400007A0 |EDC10010 g—fea Lo ri)
SP:400007A4 (9001005C i Display Memory o )]
register | & Toggle Bookmark
register Set PCH 6, v7, vB;
register #5¢ Set PC Here 3, v14, v15, vle, vi7; @
%EditSource
_ 360 V17 = 05| 3 Viewinfo
SP:400007A8 (39800000
SP:400007AC (91810008 ; (1)
361 For (i 4 ¥{CoTillThere /
SP:400007B0 (3BE0000DO iE List There
SP:400007B4 (2C1FOD0D3 . L184:
SP:40000788 |0800018 Assemble herel bo
362 Modify here ...
SP:400007BC |51510008 Patch here .. F1)
SP:400007C0 [TDECFALY r31
SP:400007C4 (91810008 stw rl12,0x8(r1) E
< m ] D

a B::Break.5et 5P:0x40000794 /DIALOG

— address [ expression
SP:0x40000794

- type ——— options —implementation —
@ Program [ Exclude [ClTemporary auto v
©) ReadWrite [T nOMARK [C] p1sable - action
©) Read [C] p1SableHIT TraceOFF
©) Write DATA
) default [ v] [ ¥ advanced ]
T [ Add | [ Deete ] [ cancel |

3 B::Break List
[#& Delete All |[O Disable All (@ Enable All [ @ mnit || & Impl... ]Lﬁ Store... || 2 Load... ]L@ Set...
address  |[types imp]l action Ly
C:40000710][Program ONCHIP  |TraceON funcd £
C:40000794 ||lProgram ONCHIP  |TraceOFF func9'25+0x14
4 3
4. Start the program execution and stop it.

©1989-2024 Lauterbach Training Nexus Tracing | 124



5. Display the result.

BuTrace.List EI@
(& setup...|[ 13 Goto... || FiFind... || Adchart || B Profile || BMPS |[$More|Xles§y
record run |address cycle |data symbol ti.back |
bge 0x4000077C ~
-00129868 F:4000077C ptr “Wdiabchdiabchfunc9+0x6C 0.360us (5
¥ fo
3 7
351 return &statl; A
£ subi r3,rl3,0x7FEC
—— TRACE ENABLE
-00129866 D:40007F78 wr-long 4000402C “\Mdiabc\Global'__SP_TEST+0x580 1.883ms
-00129864 D:40007F7C wr-long 00000008 “diabc“Global'__SP_TEST+0x584 1.720us
-00129863 D:40007F84 wr-long 4000118 “WMdiabc\Global'__SP_TEST+0x58C 1.480us
-00129861 D:40007F70 wr-long 48003BD8 “\diabc\Global'__SP_TEST+0x578 1.740us
-00129859 D:40007F74 wr-long 48003ACE “WMdiabc\Global'__SP_TEST+0x57C 1.720us
-00129857 F:40000774 ptrace “Wdiabchdiabchfunc9+0x64 1.620us
334 for ( regl =0 ; regl = 2 ; regl++ )
addi r3l,r31,0xl
0x40000730
-00129856 F:40000730 ptrace “Mdiabchdiabc func9+0x20 0. 360us
F cmpwi r31,0x2
d .
static stat?2 = 0;
register reg2;
auto autol;
340 auto? = stat?;
Twz r12,-0x7FE8(r13)
stw r12,0x0C(r1)
-00129855 D:40007F74 wr-long 48003ACE “WMdiabc\Global'__SP_TEST+0x57C 1.480us
I

The event that switched the trace generation on is not visible in the trace.
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ProgramTraceON/Trace OFF

Resource: Watchpoints

Controlled message types

WTM

BTM

DTM

OT™M

DQM

Unused

filter

BTM is enabled by

Filter applies

Unaffected

Unaffected

Unaffected

Disable messages types that are unaffected and not required for the analysis.

&2 B:NEXUS
nexus
) OFF
@ ON

RESet

£ List

selection
[¥]BTM
[CIHTM
[Clotm
Clwtm
[CIpgm

DTM

T
[C1PID_MSR
[C1BL_HTM
[C1 TLBNEW
[CITLBmMV

option configuration
SmartTrace PortSize
[ClroTD MDO4
STALL PortMode
s )| | (a2 -
suppression [IpprR

[C] spenpgMm

[T spenwTm™

[T SpenPTM

[C] SpenpTM

[C] spenoT™

SupprTHReshold

1/4 -

[F=3 EoR =)
CLIENT1
SELECT

MODE

OFF

CLIENT2
SELECT
MODE
OFF
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Example:
Advise the NEXUS module to generate trace information for all write accesses.
Advise the NEXUS module to start the Branch Trace messaging at the entry to the function func9.

Advise the NEXUS module to stop Branch Trace messaging at the exit of the function func9.

1. Enable Data Trace messaging for write accesses.
<& B:NEXUS == =]
nexus selection option configuration CLIENT1
© OFF BTM SmartTrace PortSize SELECT
© 0N [CIHTM [CIpoTD MDO4
[CloTm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
[ &Trace || | Clogm suppression [IpprR
1 List DTM [C] SpenDQm CLIENT2

[C] SpenwTM SELECT
BT []spenPTM NONE -

[CIPID_MSR [C]SpenDTM MODE
[CIBL_HTM [] SpenoTM OFF
[Tl TLBNEW SupprTHReshold

CITemy 1/4 -

2. Open the TrOnchip window and select ProgramTraceON for Alpha.

Run CPU Misc Tr

il Set..
B Lis T B:TiOnchip = (EeR =
éylmplementation... .
tronchip Alpha EXTernal
3K Delete Al [ Reset ||| [oFE || | @orF
CONVert OFF 0
ZF Trigger Bus... VarConVert ProgramTraceON Aot
| OnChip Trigger... ProgramTraceOFF
Cevm DataTraceON I
[ evTo DataTraceOFF

TraceEnableClient1
EVIEEN TraceDataClientl
TOOLIOZ TraceONClientl
” TraceOFFClientl
OFE TraceTriggerClientl
BusTriggerClient1
Set BusCountClientl
WATCHClient1

Trigger Reset

CJBRT TraceEnableClient2
[CIreT TraceDataClient2
[CIRerT TraceONClient2

TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WATCHClient2
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3. Select ProgramTraceOFF for Beta.

4P B:TrOnchip f=lle =S

tronchip Alpha EXTernal

[ Reset ||| [pgmimn  ~]| | @OFF

[¥] convert Beta © D

[¥]varconvert OFF > | | ©Om1
OFF
ProgramTraceON

[VIEVTEN DataTraceON

TOOLIOZ2 DataTraceOFF
TraceEnableClient1

OFF e TraceDataClient1
TraceONClientl
TraceOFFClientl
TraceTriggerClientl
BusTriggerClient1
BusCountClientl
WATCHClient1
TraceEnableClient2
TraceDataClient2
TraceONClient2
TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WAT CHClient2

4. Set a Program breakpoint to the entry of the function func9 and select Alpha.

€ BuBreak Set [F=5 Eol 5
address;" expression .................. —
funce - [CTHLL

. type ........... - Uptlons ................................ - Implemenmhon -

@ Program [T Exclude [C1Temporary

) ReadWrite [T nOMARK [C] p1sable - action ——— i

© Read [C] DISableHIT

-:-Write DATA ———— — | P—

* default [ || | [ ¥ advanced |
Ok ] [ Add ] [ Delete ] [ Cancel ]

5. Set a Program breakpoint to the exit of the function func9 and select Beta.
0 BuBreakList [E=5EeR
(3% Delete All QO Disable Al (@ Enable All|[ @ Init [ (2 Impl... || 52 store... | 2 Load... |[ €l Set... |

address  |[types imp]l action i
F:40000710[[Program ONCHIP |ATpha func9 ”
F:40000794|(Program ONCHIP |Beta func9'25+0x14

6. Start and stop the program execution.
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7. Display the result.

£ BuTrace List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || EEMIPS |[4 More|[X Lesg

record run |address cycle |data symbol ti.back i
-02647066 D:40007F7C wr-long 0000000B “\diabc\Global_SP_TEST+0x554 0.860us .
-02647065 D:40007F84 wr-long 4000118 “WMdiabc\Global'__SP_TEST+0x58C 1.480us |z
-02647063 D:40007F70 wr-long 48006BD1 “\diabc\Global'__SP_TEST+0x578 1.740us
-02647061 D:40007F74 wr-Tlong 48006AC4 “M\diabc\Global'__SP_TEST+0x57C 1.720us
-02647059 F:40000774 ptrace “Mdiabchdiabch func9+0x64 1.620us *

334 for { regl =0 ; regl = 2 ; regl++ )
addi r3l,r3l,0xl

b 0x400007 30

-02647058

static stat2 = 0;
register reg2;
auto autol;

340 auto? = stat2;
Twz r12,-0x7FE8(r13)
stw rl2,0x0C(r1)

-02647057 D:40007F74 wr-Tlong 48006AC4 “M\diabc\Global'__SP_TEST+0x57C 1.480us -~

Command line example

; establish a default start situation
Break.Delete /ALL
TrOnchip.RESet

; messaging setup
NEXUS.BTM ON
NEXUS.DTM Write

; filter settings

TrOnchip.Alpha ProgramTraceON
TrOnchip.Beta ProgramTraceOFF

Break.Set func9 /Program /Alpha

Break.Set sYmbol.EXIT(func9) /Program /Beta

Go

Break

; display result
Trace.List
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DataTraceON/Trace OFF

Resource: Watchpoints

Controlled message types

WTM

BTM

DTM

OT™M

DQM

Unused

Unaffected

Filter applies

Unaffected

Unaffected

Enable Data Trace messaging as required for the analysis.

Disable messages types that are unaffected and not required for the analysis.

&2 B:NEXUS
nexus
) OFF
@ ON

RESet

) List

selection
[¥]BTM
[CIHTM
[Clotm
Clwtm
[CIpgm

DTM

AL
[C1PID_MSR
[C1BL_HTM
[C1 TLBNEW
[CITLBmMV

option configuration
SmartTrace PortSize
[C]poTD MDO4
STALL PortMode
s )| | (a2 -
suppression [IpprR

[C] spenpgMm

[T spenwTm™

[T SpenPTM

[C] SpenpTM

[C] spenoT™

SupprTHReshold

1/4 -

(=[O
CLIENT1
SELECT

NONE =

MODE
OFF

CLIENT2
SELECT

NONE =

MODE
OFF
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Example:

Enable Branch Trace messaging. Advise the NEXUS module to start the generation of Data Write
Messages at the entry to the function func9. Advise the NEXUS module to stop the generation of Data Write
Messages at the exit of the function func9.

1.

2.

Enable Branch Trace messaging and Data Trace messaging for write accesses.

&2 B:NEXUS
nexus
) OFF
@ ON

RESet
W Trace

selection
[¥]BTM™

[CTHTM™
[Clotm
Clwtm
[CIpgm

) List

DTM

e ———
[C1PID_MSR
[C1BL_HTM
[C1 TLBNEW
[CITLBmMV

option configuration
SmartTrace PortSize
[C]poTD MDO4
STALL PortMode
s )| | (a2 -
suppression [IpprR

[C] spenpgMm

[T spenwTm™

[T SpenPTM

[C] SpenpTM

[C] spenoT™

SupprTHReshold

1/4 A

(=[O
CLIENT1
SELECT

NONE =

MODE
OFF

CLIENT2
SELECT

NONE =

MODE
OFF

Open the TrOnchip window and select DataTraceON for Alpha.

Run CPU
il Set..
0 List

éylmplementation...

2K Delete All

ZF Trigger Bus...
& o OnChip Trigger...

Trigger Reset

Misc  Tr
ZF BuTrOnchip
tronchip Alpha
[ Reset ||| [oFe -]
CONVert OFF 0
ProgramTraceON
v
gl FrogramTraceOFF i
[Clevtl DataTraceON )
ClevTo DataTraceOFF
TraceEnableClient1
EVIEN TraceDataClientl
TOOLIDZ TraceONClientl
TraceOFFClientl
OFF -
TraceTriggerClientl
BusTriggerClient1
Set BusCountClientl
WATCHClient1
CIBRT TraceEnableClient2
[CIreT TraceDataClient2
EIReT TraceONClient2
TraceOFFClient2
TraceTriggerClient2

[E=5 EEH 55
EXTernal
@ OFF

BusTriggerClient2
BusCountClient2
WATCHClient2
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3. Select DataTraceOFF for Beta.

4 B:TrOnchip f=lle =
tronchip Alpha EXTernal
[ reset ||| |[pataTraceon +|| | @ oFF
CONVert Beta © o
VarCONVert OFF > | | ©Om1
[Cevtl OFF b

ProgramTraceON
Devro ProgramTraceOFF
EVTEN DataTraceON
TOOLIOZ2 DataTraceOFF
TraceEnableClierftl
OFF TraceDataClientl
TraceONClientl
Set TraceOFFClientl
TraceTriggerClientl
[CIBRT BusTriggerClient1
[C1rRPT BusCountClientl
WATCHClient1
CIRer TraceEnableClient2
TraceDataClient2
TraceONClient2
TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WATCHClient2

4. Set a Program breakpoint to the entry of the function func9 and select Alpha.
€ BuBreak Set [F=5 Eol 5

addressf expression .................. -
funce - [CTHLL

. type ........... - Uptlons ................................ - Implemenmhon -
@ Program [T Exclude [C1Temporary
) ReadWrite [T nOMARK [C] p1sable - action ——— i
© Read [C] DISableHIT
-:-Write DATA ———— | P—

* default [ || | [ ¥ advanced |
Ok ] [ Add ] [ Delete ] [ Cancel ]

5. Set a Program breakpoint to the exit of the function func9 and select Beta.
0 BuBreakList [E=5EeR
(3% Delete All QO Disable Al (@ Enable All|[ @ Init [ (2 Impl... || 52 store... | 2 Load... |[ €l Set... |

address  |[types imp]l action i
F:40000710[[Program ONCHIP |ATpha func9 ”
F:40000794|(Program ONCHIP |Beta func9'25+0x14
4 I3
6. Start and stop the program execution.
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7. Display the result.

{ BrTrace.List [ o] ]
(& setup...|[ 13 Goto... || #3Find... || A chart | Bl Profile || Bl MIPS ][v More|[ X Lesg
record run |address lcycle  |data |symbol [t1.back =
1s r12,0x4000 o
14 rll,—Oxl B
Twz r0,0x40F0(r12) -
insrwi r0,r1l,0x2,0x11
stw r0,0x40F0(r12) =
i vbfield.m = -1; Lo
Tis r10,0x4000
14 r9,-0x1
sth r9,0x40F4(r10)
324
Twz r0,0x0C(r1)
mt1r r0
addi rl,rl,0x8
blr
-04040169 F:400011C4 ptrace “Mdiabchdiabcmain+0x168 16.420us
619 func9();
E bl 0x40000710
-04040168 F:40000710 ptrace “Mdiabchdiabch funcd 0. 380us
?tat'ic int * func9() * nested local variables #/
327
c stwl rl,-0x18(r1)
-04040167 1c_lD 4000?F?8 wr-Tlong 4000402C “M\diabc\Global'__SP_TEST+0x580 1.600us
mf1r ro
st r30,0x10(r1)
-04040165 D 40007F7C wr-Tong 00000008 “\diabc“\Global'__SP_TEST+0x584 1.740us
stw r31,0x14(r1)
-04040164 D:40007F84 wr—'l?r;g 4000118 “Mdiabc\Global'__SP_TEST+0x58C 1.480us
stw r0,0x1C(r1)
-04040162 D:40007F70 wr—'lt;ng 48008022 “M\diabc\Global'__SP_TEST+0x578 1.720us
static statl = 0; -
4 3
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Example for TraceTrigger

Resource: Watchpoints and logic in NEXUS Adapter (parallel trace only)

Controlled message types

WTM

BTM

DTM

OTM

DQM

Watchpoint Hit
Message(s) is
generated for
the specified
instruction(s)
or data
address+data
value

Unaffected

Unaffected

Unaffected

Unaffected

Disable messages types that are unaffected and not required for the analysis.
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Example:

Enable Branch Trace messaging. Advise the NEXUS module to generate a trigger for the trace if the
function sieve is entered. Use this trigger to stops the trace recording.

1. Enable Branch Trace messaging.
<& B:NEXUS e =]
nexus selection option configuration CLIENT1
") OFF BTM [FlroTD PortSize SELECT
© ON [CIHTM STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
i DTM [C] spenpgMm SELECT
OFF - [C] spenwTM NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
2. Set a Program breakpoint to the start address of the function sieve and select the action
TraceTrigger.
a B::Break.5et EI@
address [ expression - —_—
sieve - [CTHLL
- type - options - implementation —
@ Program [ Exclude [CITemporary
©) ReadWrite [T NOMARK [Cl piSable Faction ]
© Read [] pISableHIT
-:-Write — DATA ——— _— |
© default [ || | [ ¥ advanced |
Ok ] [ Add ] [ Delete ] [ Cancel ]
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3. Start the program execution

The state of the trace changes from Arm to BRK when the trigger occurs.

F::
emulate trigger [ devices ][ trace ][ Data ][ Var ][ List ][ other ][ previous
g ] | W oe
e —l— [
State of the State of the
program execution trace recording
(running) (Arm = recording)
WB::
i
emulate trigger [ devices ][ trace ][ Data ][ Var ][ List ][ other ][ previous
W oe
o e = —c

State of the

trace recording

(BRK = break by trigger,
recording is stopped)

4. Display the result.

i) BuTrace.List EI@
(& setup...|[ 13 Goto... || #3Find... || P chart || Bl Profile || Bl MIPS |[% More|[X Lesg
record run |address cycle |data symbol ti.back i
582 [ -~
= lwz r31,0x1c(r1) =
Twz r0,0x24(r1) B
mt1r ro =
Eﬁldi rl,rl,0x20 -
-
-00000017 P:40001358 ptrace “Wdiabe_inthdiabc\main+0x220 1.500us
670 for (j =0; j < 10; j++)
=14 r31,0x0
’V cmpwi r31,0x0a
672 ; sieve(); =
| b1 0x40001388 L4

The trace generation is usually stopped before trace information is generated for the event that
caused the trigger.
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Example for TraceTrigger with a Trigger Delay

Example: Advise the NEXUS module to generate a trigger for the trace if a write access occurs to the
variable flags[3]. Advise TRACERS2 to fill another 10% of the trace memory before the trace recording is
stopped.

1. Set a Write breakpoint to the variable flags[3] and select the action TraceTrigger.
a B::Break.5et EI@
address [ expression
flags[3] - (2] @Hu
type options implementation
) Program [[ Exclude [CITemporary
() ReadWrite [C] NOMARK [T D1Sable action

() Read [C] D1SableHIT TraceTrigger ~

© default [ || | [ ¥ advanced |

[ Ok ] [ Add ] [ Delete ] [ Cancel ]

2. Define the trigger delay in the Trace Configuration Window.

WB::Trace EI@
METHOD

@ Analyzer  Cénalyzer © Onchip ) ART () LOGGER () SNOOPer () FDX © LA

Integrator ' Probe IProbe

state used ACCESS TDelay

© DISable auto ||| 13421772,
© OFF 0. 10% -
) Arm SIZE CLOCK

() trigger 134217728, THreshold

) break -

SPY Mode Mode @ vce
@ Fifo BusTrace ) CLOCK

commands () Stack ) ClockTrace ) autofocus

() Leash @ FlowTrace

©) STREAM TERMination

PIFE Prestore

= List RTS [7] SLAVE

[¥] AutoArm

[7] Autolnit

[[] selfarm
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3. Start the program execution.
The state of the trace changes from Arm to TRG when the trigger occurs.

The state of the trace changes from TRG to BRK when the delay counter elapses.

‘B::

emulate trigger [devices ][ trace ][ Data ][ Var ][ List ][ other ][ previous

g ] | Mx_[uP
State of the State of the
program execution trace recording
(running) (Arm = recording)

‘B::

emulate trigger [ devices ][ .traoe ][ Data ][ Var ][ List ][ other ][p.revious. .
ng ¢ wx_up

| ————— =

State of the

trace recording

(TRG = trigger occurred,
delay counter started)

‘B::

emulate trigger [devices ][ trace ][ Data ][ Var ][ List ][ other ][ previous
- # g — T wx_up

State of the

trace recording

(BRK = delay counter elapsed,
recording is stopped)
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4. Display the result.

## BuTrace List NEXUS DEFault N
= ry 54
& setup...|| [ Gotag. |[ #iFind... || i chart || Bl Profile || B MIPS || vore|[ X Lesd e—
record [nexus [run [address. leycle  |data |symbol
T3 r11,0x1 [~ Record [ Time / Bookmark
sthx r11,r12,r31 —
-00000001 TCODE=05 SP DT-DWM 5=0000 A=00000001 v=0000000000000001 D:40005621 wr-byte 01 \\diabc_int\G1 v Goto
Eddw‘ r31,r31,0x1
0x400013AC
[TO0000000 [TCODE=03 SPI=0\PT-DBM S=0007 P:400013AC ptrace \\diabe_int\di Previous First Trigger Zero
gt r3L.0x HNext [ Last [ — - —
-hdj rl2,0x4000
addi r12,r12,0x5620
7 riilod
sthx ril,r12,r31
100000001 |TCODE=05 SPI=0 0000 A=00000003 v=0000000000000001 D:40005622 wr-byte 01 \\diabc_int\Global gs+0x2 0.500us
addi r31,r31,0x1
b 0x400013AC
1+00000002 [TCODE=03 SPI=0 PT-DBM S=00N P:400013AC ptrace \\diabc_intidiabc\sievet+0x24 0.340us
cmpwi r31,0x12
Tis rl2,0x4000
addi r12,r12,0x5620
11 ril,0x1
sthx ril,ri2,r3l
100000004 [TCODE=05 SPI=0 DT-DuM S=0000 A=00000RQ1 V=0000000000000001 D:40005623 wr-byte 01 \\diabc_int\Global\flags+0x3 0. 840us
addi r3l,r31,0x1
0x400013AC
+00000005 |TCODE=03 SPI=0 PT-DBM 5=0007 P:400013AC ptraee \\diabc_int\diabc\sieve+0x24 0.320us
cmpuwi 31,0012 -
2 v

Push the Trigger button in the Trace Goto window to find the record, where TraceTrigger
was detected by the trace (WHM message). Here the sign of the record numbers has changed.
The TraceTrigger event is usually shortly after this point.
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Example for BusTrigger

Resource: Watchpoints and logic in NEXUS Adapter (parallel trace only)

Controlled message types

WTM BTM DTM OTM DQM

Message(s) is
generated for
the specified
instruction(s)
or data
address+data
value

Watchpoint Hit Unaffected Unaffected Unaffected Unaffected

Example: Generate a 100 ns high pulse on the trigger connector of POWERTRACE/ETHERNET or

POWER DEBUG Il when a write access to flags[9] occurs.

1. Set a write breakpoint to the variable flags[9] and select the action BusTrigger.

+ B::Break.Set |Z||E|r'5__<|

address / expression

[lagsla] v| (&) HHLL

type options implementation

O Program [ Exclude [ Temporary

) Readwiite I HOMaRK [ DISable achion

Q Read [ DISablsHIT

) ahy | | | v| [% advanced]

[ Ok | [ Set ] [ Delete ] [ Cancel ]

EBX

2 B::Break.List

2K Delete 2ll| O Dizable || @ Enable Zg Select... EE Stare... ME§ Load... g Set

address  types impl action
C:EEEE?4ES“NritE ‘UNCHIP FhsTrigger ‘ s\DiabpB26:Globalsflags[9]

2. Start the program execution.
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3. Open the TrBus window to watch the trigger.

l@u Run  CPU  Misc
| et
8 List

éb Implementation. ..

2R Delete Al

& OncChip Trigger...

Trigger Reset

— control -

Lt

- Trigger —

:

O OFF
(&) Am

high

L mahitor —— |

]

E=
Set [from BUS] —
[ Ereak |

| []aBreak
: [ &Trigger

| - Outfta BUS)—
[ [ Ereak |
: [ &Break

T [ ATrigger
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Example for BusCount (Watchpoint)

Resource: Watchpoints and logic in NEXUS Adapter (parallel trace only). Only one event possible.

Controlled message types

WTM BTM DTM OTM DQM

Watchpoint Hit Unaffected Unaffected Unaffected Unaffected
Message(s) is
generated for
the specified
instruction(s)
or data
address+data
value

Example 1: Count how often the function sieve is called.

1. Set a Program breakpoint to the start address of the function sieve and select the action
BusCount.
+ B::Break.Set |Z||E|r'5__<|
address / expression
|sieve v| [I] [IHLL
type options implementation
(®) Program [ Exclude [ Temporary
) Readwiite I HOMaRK [ DISable action
O Read [DISableHIT
1 wirite DATA
O any | | | v| [ ¥ advanced]
[ Ok | [ Set ] [ Delete ] [ Cancel ]

' |B::Break.List |:| |§| rg'

2K Delete 2ll| O Disable || @ Enable Zg Select... EE Stare... ME§ Load... g Set

address  types impl action
C:PPAR3370]Progran [ONCHIP  [BusCount

| sieve
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2.

3.

Open the TRACE32 counter window and select EventHigh.
INE Trace Perf Cov MPC

@ Runtime
@ Memory Map
* Flash Programming

% Choose Colars...
éb Ethernet Config. ..
Japaneese Menu

ooy comir |

Mode

O Frequency
O Period

O PulsLow

() PulsHigh
() EventLow

XventHigh
ventHOId

Gate

wariable

[ ]

evt_-

it

[ Awutalnit

out

[Jout

PROfile

IACT (1

Select

() PODBUS
@18
rlac2

[ ] -Yox]
(@)1
1 Dac
1 Dac2
(IDENTT
(I DENTZ2
CIMCKD

Lot

Start the program execution and display the result.

44 Bz:Count
0 38.605 evt_-
Mode Gate it
O Frequency
O Period [ Awutalnit
(O PulsLow
() PulsHigh out
() EventLow Jour
(%) EventHigh variable
O EventHold [ ]

IACT

Select

(Y PODBUS
1A
rlac2
[ -Yox]
(@)1
1 Dac
1 DAC2
(IDENTT
(I DENTZ
CIMCKD
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Example 2: Measure the averaged time distance in which the function sieve is called.

1. Set a Program breakpoint to the start address of the function sieve and select the action
BusCount.
+ B::Break.Set |Z||E|P5__<|
address / expression
|sieve v| [I] [IHLL
type options implementation
(®) Program [ Exclude [ Temporary
) Readwiite I HOMaRK [ DISable action
O Read [DISableHIT
1 wirite DATA
O any | | | [ ¥ advanced]
[ Ok | [ Set [ Delete [ Cancel ]

2 B::Break.List

2K Delete 2ll| O Disable || @ Enable Zg Select... EE Stare... ME§ Load... g Set

C:PPAR3370]Progran
|

address  types impl action
[ONCHIP  [BusCount [ sieve

2. Open the TRACE32 counter window and select Period.

INE Trace Perf Cov MPC
Frequency Counter k

@ Runtime
@ Memory Map
* Flash Programming

% Choose Colars...
éb Ethernet Config. ..
Japaneese Menu

<3 B::Count

Mode
O Frequency
() Period
ulsLow
() PulsHigh
() EventLow
() EventHigh
() EventHOId

Gate
oo s
®01s:
Ols
O10s
O endless

wvariable

[ ]

ns
it

[ Aukalnit

out

[Jout

L] PROfile

1ACT

Select

() PODBUS
1A
rlac2

[ ] -Yoxc
[@]:1ee
1 Dact
1 Dac2
(IDENTT
(IDCNTZ2
CIMCKD

[¥100) Lo
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3. Start the program execution and display the result.

] 89 200 us 1AC1 [*100)
Mode Gate init Select

O Frequency Oons O PODBUS

() Period ®01s [ Awukalnit @ 1401

O PulsLow s O 1ac2

() PulsHigh O10s out O 1403

() EventLow O endless Jout O 1404

() EventHigh variable O DAC

O EventHDId [ ] O Dacz

|l PROfile (O DCNTT
(O DCNT2
O MCKo
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Filter and Trigger (Core) - SMP Debugging

Filters and Triggers are programmed to all cores that are controlled by the TRACE32 instance.

The fact that TRACES32 does not know on which core of the SMP system a program section is running has
the consequence that the same filters/triggers are programmed to all cores. So, from the perspective of
TRACES2, you can say the resources for filters/triggers are shared by all cores.
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Examples for TraceEnable on Single Instruction

Resource: Watchpoints

Controlled message types

WTM BTM DTM OTM DQM
Watchpoint Trace Branch Trace Data Trace Ownership Data
Messages Messages Messages Trace Acquisition
Messages Messages
Watchpoint Hit Disabled Unaffected Unaffected Unaffected

Message(s) is
generated for the
specified
instruction(s)

Disable message types, that are unaffected by the filter and not required for your analysis.

&2 B:NEXUS
Nexus selection
) OFF BTM
@ 0ON [CIHTM
[Clotm
ww
loow
1 List DTM
OFF
PTCM
[C1PID_MSR
[C1BL_HTM
[T TLBNEW
[CITLBImMV

[E=H E=E )

option configuration CLIENT1
[C]POTD PortSize SELECT
STALL MDO12 NONE
OFF - PortMode MODE

1/2 - OFF
suppression [1pprR CLIENT2
[C] spenpgMm SELECT
[C] spenwTm NONE
[C] SpenPTM MODE
[C] SpenpTM OFF
[C] spenoTm
SupprTHReshold
1/4 -
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Example 1: Advise the NEXUS module to generate only trace information for the entries to the function

memcpy.

1. Set a Program breakpoint to the start address of the function memcpy and select the action
TraceEnable.

6 BaBreak Set [E= =R T
address [ expression
memcpy - EIHLL
type options implementation
@ Program [[] Exclude [CITemparary auto -
©) ReadWrite [T nOMARK [CIp1sable action
) Read [] DISableHIT
) Write DATA
© default [ || | [ ¥ advanced ]
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
2. Start the program execution and stop it.
3. Display the result.
i BuTrace.List EI
(& setup... || 11 Goto... || #iFind... || Aedchart || EFrofile | EMPS || #More || Xiess |
record run |address cycle |data symbol ti.back |
—— TRACE ENABLE -
-0000000129 |0 ‘ YWsampleliGlobalimemcpy 2.904ms [z
0
-0000000122 |1 ‘ ‘AsampleliGlobal'memcpy 5.800ms o
1 r ré,r5
— ENAELE
-0000000120 |0 ‘ YWsampleliGlobalimemcpy 5.800ms
0
-0000000117 |1 ‘ ‘AsampleliGlobal'memcpy 2.958ms
1
-0000000116 |0 YWsampleliGlobalimemcpy 2.89ms
0 -
JI }

Break.Delete /ALL

Break.Set memcpy /Program /TraceEnable

Go

Break

Trace.List

delete all breakpoints
program filter

start program execution

stop program execution

display result
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The following Trace.STATistic command calculates the time intervals for a program address event. The

program address event is here the entry to the function memcpy. The core information is discarded for this

calculation.

Trace.STATistic.AddressDIStance memcpy

£ | B:Trace.STATistic. AddressDIStance memcpy EI@
(& setup... || ichart || # zoom || X zoom || FFul
samples: 7495, awr: 5.509ms min: 176.970us max: 241.548ms
total: 41.653s  in: 41.287s out: 366.496ms ratio: 99.120%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 0.000us 0. 0.000% o
20.000ms 7378. | 98.438%
40.000ms 0. 0.000%
60. 000ms 0. 0.000%
80. 000ms 0. 0.000%
100.000ms 0. 0.000%
120.000ms 0. 0.000%
140.000ms 0. 0.000%
160.000ms 0. 0.000%
180.000ms 0. 0.000%
200.000ms 0. 0.000%
220.000ms 0. 0.000%
240.000ms 70. 0.933% [+
260.000ms 47. 0.627% [+
280.000ms 0. 0.000%
300. 000ms 0. 0.000%
320.000ms 0. 0.000%
> 0. 0.000% -
J( 13
If you need the result per core, use the following command:
Trace.STATistic.AddressDIStance memcpy /CORE 0
= | B:Trace STATistic. AddressDIStance memepy /CORE 0 =& ==
(& setup... || ichart || # zoom || X zoom || FFul
samples: 3747. avr: 11.019ms min:  2.880ms max: 241.796ms
total: 41.653s  in: 41.287s out: 366.744ms ratio: 99.119%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 0.000us 0. 0.000% 7
20.000ms 3630. | 96.877%
40.000ms 0. 0.000%
60. 000ms 0. 0.000%
80. 000ms 0. 0.000%
100.000ms 0. 0.000%
120.000ms 0. 0.000%
140.000ms 0. 0.000%
160.000ms 0. 0.000%
180.000ms 0. 0.000%
200.000ms 0. 0.000%
220.000ms 0. 0.000%
240.000ms 70. 1. 868% |e——
260.000ms 47. 1. 254% |mmm
280.000ms 0. 0.000%
300. 000ms 0. 0.000%
320.000ms 0. 0.000%
> J 0. 0.000% -
4 13
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Example 2: Advise the NEXUS module to generate trace information for the entries to the function memcpy
and for the exits of the function memcpy.

1. Set a Program breakpoint to the start address of the function memcpy and select the action

TraceEnable.

il B::Break Set = & |
address [ expression
memcpy - EIHLL
type options implementation
@ Program [[] Exclude [CITemparary
) ReadWrite [T nOMARK [CIp1sable action
©) Read [] DISableHIT
) Write DATA
© default [ || | [ ¥ advanced ]
[ Ok ] [ Add [ Delete ] [ Cancel ]
2. Set a Program breakpoint to the exit address of the function memcpy and select the action
TraceEnable.
il B::Break Set = | & |
address [ expression
memcpy-+0x78 - ETHLL
type options implementation
@ Program [ Exclude [CITemporary auto -
_ ReadWrite [T nOMARK [C]p1sable action
© Read [] DISableHIT
) Write DATA
© default ( || | [ ¥ advanced |
Ok ] [ Add [ Delete ] [ Cancel ]

I sYmbol.EXIT(<symbol>)

3. Start the program execution and stop it.

Returns the exit address of the specified function
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4. Display the result.

BuTrace.List EI@
(& setup... || 13 Goto... || #iFind... || Adchart || EFrofile | EMPS || #More || Xiess |
record |run |address cycle |data symbol ti.back i
—— TRACE ENABLE -
-0000000028 |1 ‘ EiOOOOIASE pt ‘WsampleliGlobaliymemcpy+0x7 8 6.445us
1 se_blr ]
—— TRACE ENABLE ,
-0000000026 |0 V:000019C6 pt YWsampleliGlobal'memcpy 5.797ms  *
0 se_mtar r8,r5
—— TRACE ENABLE
-0000000025 |0 ‘ EiOOOOLﬂE [ YWsampleliGlobalimemcpy+0x7 8 3.995us
0 se_blr
—— TRACE ENABLE
-0000000022 |1 V:000019C6H | ‘WsampleliGlobalimemcpy 2.952ms
1 se_mtar ré,rh
—— TRACE ENABLE
-0000000021 |1 ‘ EiOOOOIASE pt YWsampleliGlobaliymemcpy+0x7 8 7.605us
1 se_blr
—— TRACE ENABLE
-0000000020 |0 V:000019C6 pt YWsampleliGlobal'memcpy 2.893ms
0 se_mtar r8,r5
—— TRACE ENABLE
-0000000019 |0 ‘ EiOOOOLﬂE ptrace ‘WsampleliGlobal'memcpy+0x7 8 4.900us
0 se_blr -
J ¥ »
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The following Trace.STATistic command calculates the time intervals between two program address events
A and B. The entry to the function memcpy is A in this example, the exit from the function is B. The core
information is discarded for this calculation.

Trace.STATistic.AddressDURation memcpy memcpy+0x78

£| B:Trace.STATistic. AddressDURation memcpy memcpy+0x78 =Nl
(& setup... [ wiChart || % zoom || X zoom | FFul
samples: 6672. awr: 5.620us min:  3.990us max: 7.610us
total: 36.861s  in:  37.500ms out: 36.824s ratio: 0.101%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 3.500us 0. 0.000% =
4.000us 1660. | 24.880%
4.500us 440. 6.594%
5.000us 718. | 10.761%
5.500us 518. 7.763%
6.000us 0. 0.000%
6.500us 1995. | 29.901%
7.000us 105. 1.573% |m—
7.500us 0. 0.000%
8.000us 1236. | 18.525%
8. 500us 0. 0.000%
9.000us 0. 0.000%
9. 500us 0. 0.000%
10.000us 0. 0.000%
10. 500us 0. 0.000%
11.000us 0. 0.000%
11. 500us 0. 0.000%
> J 0. 0.000% -
4 I3

If you need the result per core, use the following command:

Trace.STATistic.AddressDURation memcpy memcpy+0x78 /CORE 0

£ | B:Trace.STATistic. AddressDURation memcpy memcpy+0x78 /CORE 0 EI@
(& setup... [ wlChart || zoom || X zoom || FFul
samples: 3336. awvr: 4.350us min:  3.99%us max: 5.030us
total: 36.861s  in: 14.513ms out: 36.847s ratio: 0.039%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 3.900us 0. 0.000% 2
4.000us 1660. | 49.760%
4.100us 440. | 13.189%
4.200us 0. 0.000%
4.300us 0 0.000%
4.400us 0. 0.000%
4.500us 0. 0.000%
4.600us 0. 0.000%
4.700us 0 0.000%
4. 800us 0. 0.000%
4.900us 235. 7.044%
5.000us 483. | 14.478%
5.100us 518. | 15.527%
5.200us 0 0.000%
5.300us 0. 0.000%
5.400us 0. 0.000%
5.500us 0. 0.000%
> J 0 0.000% hi
4 13
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Examples for TraceEnable on Instruction Range

Resource: Limited to one instruction address range

Controlled message types

WTM BTM DTM OTM DQM
Unused Filter applies if BTM Filter applies if DTM Unaffected Unaffected
is enabled is enabled

Enable BTM. This filter requires that Branch History messaging is disabled.

Enable DTM if you are interested in the read/write accesses performed by the specified instruction address
range.

Disable message types, that are unaffected by the filter and not required for your analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
FTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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Example: Advise the NEXUS module to generate trace information for all taken branches within the function
OSinterruptDispatcheri.

1.

2.

Enable Branch Trace messaging, but don't enable Indirect Branch History messaging.

Disable Data Trace messaging.

configuration
PortSize
MDO12
PortMode

&2 B:NEXUS
nexus selection option
© oFF BTM [FlroTD
@ ON [CTHTM STALL
CTotm [oFF -]
wm
WTrace [CIpgm suppression
i DTM [T SpenDgMm
OFF [T spenwTm
FTCM [T spenPTM
[CIPD_msR [C] SpenpTM
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -

1/2 W

[ por

[E=%(EoR =5
CLIENT1
SELECT
NONE
MODE
OFF
CLIENT2
SELECT
NONE
MODE
OFF

Set a Program breakpoint to the complete address range of the function OSlInterruptDispatcher1
(HLL check box ON) and select the action TraceEnable.

[l B::Break.Set

address [ expression
OSInterruptDispatcherl

type options implementation

@ Proqra_m | | Temporary auto 'I

* ReadWrite Sable action

O Read | DISableHIT TraceEnable ~

* Write DATA

* default [ || | [ ¥ advanced |
Ok ] [ Add [ Delete | [ Cancel ]
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3. Start the program execution and stop it.

4. Display the result.

4 [B::Trace.List /t]
(& setup.... | 13 Goto... || FiFind... || fvichart || BlProfile || BEMPS || % More || Xiess |
record run |address lcycle  |data |symbaol [ti.back =

-0000019167 [0 Vv:00007C04 ptrace samplellosisr\0SInterruptDispatcher1+0x426 3.095us -
0 - msync =]
0 | Twzx r8,r27,r25 =
0 | sthx r22,r21,r31
0 stwx r26,r8,r28 a
0 | e Tmw r19,0x0C(r1)
0 | e_lwz r0,0x44(r1) 3
0 | se_mtlr rO
0 | e_addi rl,rl,0x40
0 | se_blr

-0000019166 |0 V:0000912C ptrace ‘Msamplel\Global'__ghs_eofn_05_StartNonAutosarCore+0x14 2.835us
0 r e_lmvsrrw Ox48(rl) L
— TRACE ENABLE

-0000019163 |1 V:00007850 ptrace ‘Msamplellosisr\0SInterruptDispatcherl+0x72
1 | e_addi6éi r24,r13,-0x7FEQ 3,-3273
i Twzx r5,r24,r25
1 | e_addi®i r12,r13,-0x7FBO
1| Twzx r0,r12,r25
i e_addléi r21,r13,-0x7F6C
| ilhz r22.r21 eI
1 | e_andi. rll,r5,0x1F
i e_rlwinm r5,r5,0x2,0x19,0x1D
1L stwx r30,r5,rd
1L
L | e_bl 0x4032

-0000019162 |1 V:00004032 ptrace ‘Msamplellostsk\0SCheckStack 3. 740us -

4 »
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Examples for TraceEnable on Read/Write Accesses

Resource: DTC Register

Controlled message types

WTM BTM DTM OTM DQM
Unused BTM is DTM is enabled by Unaffected Unaffected
disabled by filter
filter
Filter applies

Disable message types, that are unaffected by the filter and not required for your analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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Example: Disable Branch Trace Messaging and advise the NEXUS module to generate trace information

for the write accesses to the variable hookNmb.

1. Set a Write breakpoint to the variable hookNmb and select the action TraceEnable
a B::Break.5et EI@
address [ expression
hookNmb -
type options implementation
) Program [[] Exclude [CITemporary
©) ReadWrite [T nOMARK [C]p1sable action
; [] DISableHIT
DATA

[ '] [ ¥ advanced]

[ Ok ] [ Add ] [ Delete ] [ Cancel ]

- no data value possible (limitation of DTC Register)

- accessing instruction not possible (limitation of DTC Register)

2. Start the program execution and stop it.

3. Display the result.

i) BuTrace.List EI@
(& setup... [ 13 Goto... || F3Find... || fwichart || EProfile | EIMIPS || % More || Xless |
record run |address cycle |data symbol ti.back i
-0000000031 [0 D:40000A58 wr-Tong 00000002 “\sampTel'\GlobaT \hookNmb 149.110us .
-0000000030 |1 D:40000A58 wr-long 00000003 “\\samplel‘Global'hookNmb 180.555us |=
-0000000028 |0 D:40000A58 wr-long 00000003 “\\samplel‘Global'hookNmb 226.955us
-0000000025 |1 D:40000A58 wr-long 00000002 “\\samplel‘Global'hookNmb 2.710ms 7
-0000000023 |1 D:40000A58 wr-long 00000001 “\\samplel‘Global'hookNmb 52.840us *
-0000000022 |0 D:40000A58 wr-long 00000002 “\\samplel‘Global'hookNmb 2.707ms
-0000000020 |1 D:40000A58 wr-long 00000003 “\\samplel‘GlobalhookNmb 174.130us
-0000000018 |0 D:40000A58 wr-Tlong 00000003 “\\samplel‘Global'hookNmb 116.780us -
4 ¥
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The Variable pull-down provides various ways to analyze the variable contents over the time.

; open a window to display the variable
Var.View hookNmb

&f| B::VarView hookNmb (= 'E'E-I

Variable

ﬁﬂ Add to Watch Window
ﬁﬁ\u‘iewin Window
1 &% Set Value...
&5 Modify Value...
+ GoTill 4
a Breakpoint...

1

@Ad\ranced Breakpoint L4
e Breakpoints L4
4 L
i 2 49 Find All
7 Grep in Sourcefiles
other L4 MValue Chart

EH Draw

2R Format...

¥y B::Trace.Chart.DistriB data /Filter address var.range{hookNmb) EI@
[WSetup ][ 1 Groups... ][ H Conﬁg...][ 1} Goto... ][ $3Find... ][ 4 In ][ &) Out][KNFuII]
-112.958s -112.956s -112.954s -112.952s -112.950s -112.948s
classqy| 1 1 1 1 1 1 I
(other) : o
data=0x2 | | | |
data=0x0: 04 : : : : | : i : ; ; ; :
data=0x3: O 45/ nu————— N N
(other) _ : : ; : : : :
data=0x2 1 n : [ B : ; | Fi i e B ) i P ]
data=0x3: 1 4 I N B D B D B
data=0x1 : B : : : : : : 5 i
4 (0 4 2

Display the value changes of a variable graphically - value changes per core
Trace.Chart.DistriB Data /Filter Address Var.RANGE(<var>) [/SplitCORE]

£ B:Trace.Chart.DistriB Data /Filter Address Var.RANGE(hookNmb) /JoinCORE o[ &=
(& setup... I:Groups... | =& config...|| ¥ Goto... || FiFind... || 4»1n |[p4Out|[MMFul]
-2.624s -2.622s -2.620s -2.618s -2.616s -2.614s
class | ! ! ! 1 I I I
(other) & . . . . . . . . . . . .
data=0x2 < 1 n e ) R 1 B . 1
data=0x04|
data=0x3 | I I N R A
data=Ox1Ry| W . . . . o . . . . .
4 |l F 4 3

Display the value changes of a variable graphically - value changes of all cores
Trace.Chart.DistriB Data /Filter Address Var.RANGE(<var>) /JoinCORE
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&f| Bi:VarView hookNmb EI@
-1 -

Variable
ﬁﬂ Add to Watch Window
ﬁﬁ!iewin Window -
1 &3 Set Value... 4
&5 Modify Value...

+ GoTil 4
a Breakpoint...

@ Advanced Breakpoint L4
5 Ereakpoints L4
il Display Memaory

49 Find Al
7 Grep in Sourcefiles #u State Chart
2R Format... EH D
ref BrTrace.Chart.VarState /Filter address var.range(hookNmb) E
[ &setup... | 28 config... | I Goto... || F3Find... || fdchart || 4pn |[peout] WFull
112.965750000s -112.965740000s -112.965730000s |
range» | | I =
hookNmblg2z —— — 75— 13— -
Ay <[ v

Display variable contents over the time (numerically) - the core information is discarded
Trace.Chart.VarState
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&f| Bi:VarView hookNmb EI@

-1 -
Variable

ﬁﬂ Add to Watch Window

ﬁﬁ!iewin Window -

1 &3 Set Value... 4

&5 Modify Value...

+ GoTil 4

a Breakpoint...

@ Advanced Breakpoint L4

5 Ereakpoints L4

Display Memory

49 Find Al

+] Grep in Sourcefiles #u State Chart
other L4 Value Chart
D
2R Format... EH raw

| B::Trace. DRAW.Var %def hookNmb
(& setup.... [ 13 Goto... || FiFind... || fchart || 4»In || p4out|[WHFul| £ |[ X out|[ F Full]
-110s -91.105s -91.100s= -91.095s —91.0%
| | | | | =]
3.
2=
1.
0. ] . . . . . . . . . . . . . . . . . . . . i
o mlr 4 = b

Display variable contents over the time (graphically) - the core information is discarded
Trace.DRAW.Var %DEFault <var>
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Example for TraceData

Resource: DTC Register

Controlled message types

WTM BTM DTM OTM DQM
Unused Unaffected DTM is enabled by Unaffected Unaffected
filter
Filter applies

Disable message types that are unaffected by the filter and not required for the analysis.

<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
@ ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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Example: Advise the NEXUS module to generate Data Trace Messages for all write accesses to the

variable hookNmb and to generate trace information for all executed instructions.

1. Enable Branch Trace messaging.
<& B:NEXUS e =]
nexus selection option configuration CLIENT1
") OFF BTM [FlroTD PortSize SELECT
© ON [CIHTM STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
i DTM [C] SpenDQMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[C]PID_MSR [C]SpennTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
2. Set a Write breakpoint to the variable hookNmb and select the action TraceData.
[l B::Break.Set
address [ expression
hookMNmb
- type .......... Uptions ........................... .imp|emenmﬁ0n -
) Program [[ Exclude [CITemporary
() ReadWrite [T NOMARK [T D1Sable action ———
© Read [C] DISableHIT
. |
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
3. Start the program execution and stop it.

4. Display the result.

i Trace.List EI@
[WSetup.--H I} Goto... ][ F3Find... H Mchart ]LPrm’"Ie J HMPS + More X Less
record run |address cycle |data symbo1 1. back |
i -
521 vcw‘d PreTaskHook( void ) /* Routine to call before entering task context */ g
1 ]
54 1 hookNmb 2= =
1 rse rQ, 0x2 -
1 e_ r0,-0x7F60(r13) |
-0001837177 |1 D 40000A58 wr- '\ong 00000002 ‘\\samplel\Global‘hookNmb 1.545us
551 | T
1| se_blr
-0001837175 |1 ..h\0STaskInternalDispatch+0x148 0.900us
1
1 -
f »

Please be aware that in the case of a TraceData filter a correlation of the data access and the

instruction is in most cases not possible.
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Examples for TraceON/TraceOFF

Resource: Watchpoints

Global TraceON/Trace OFF

Controlled message types

WTM BTM

DTM

OTM

DQM

Unused Filter applies

Filter applies

Unaffected

Unaffected

Enable Branch Trace Messaging and Data Trace Messaging if this information is required for your analysis.

Diable messages types that are unaffected and not required for the analysis.

<& B:NEXUS == =]
nexus selection option configuration CLIENT1
© OFF BTM SmartTrace PortSize SELECT
© 0N [CIHTM [CIpoTD MDO4
[CloTm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
[CIpgm suppression [IpprR
2 List DTM [C] SpenDQm CLIENT2
[l SpenWTM SELECT
mPTCM | | []spenPTM™
[C]PID_MSR [C]SpennTM MODE
[C]BL_HTM [C] spenoT™ OFF
[Tl TLBNEW SupprTHReshold
CITemy 1/4 -
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Example:

Advise the NEXUS module to start Branch Trace messaging and Data Write Messages at the entry to the

function OSlInterruptDispatcher1.

Advise the NEXUS module to stop Branch Trace messaging and Data Write Messages at the exit of the
function OSiInterruptDispatcher1.

1. Enable Branch Trace Messages and Data Write Messages.
<& B:NEXUS == =]
nexus selection option configuration CLIENT1
©) OFF BTM SmartTrace PortSize SELECT
© 0N [CIHTM [CIpoTD MDO4
[CloTm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
& Trace [“1Dgm suppression [IpprR
L DTM [T SpenDgMm CLIENT2
[l SpenWTM SELECT
FTcm [l SpenPTM
[CIPID_MSR [C]SpennTM MODE
[C]BL_HTM [C] spenoT™ OFF
[Tl TLBNEW SupprTHReshold
[CITemyv 1/4 -
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2. Set a Program breakpoint to the entry of the function OSlInterruptDispatcher1 and select the
action TraceON.

i£] [B:List OSInterruptDispatcherl ] = ==
[ M Step ][ W Over ][ + Next ][ + Return ][ ¢ up ][ » Go ][ 11 Break ]&mde ] Find: osisr.c
addr/1ine |code |1abel mremonic |comment =
546 N |

:000077€E2
:000077E6
:000077E8

549
SV:000077EC
Sv:000077F0

TA61090C
0080
44
A
77F913EB

:000077DE [182106C0 OSInterruptDispatcherl:

e_stwu
Program Address
+ GoTil

¥ Breakpoint...
e Ereakpoints
i Display Memory
£ Bookmark...

14(r1)
r286

31,0x2,0x0E,0x1D

SV:000077F4 |LF6D8048 13, -0x7FB8
SV:000077F8 |[739FE7F5 f Toggle Bookmark DxB0000
SV:000077FC |7D1BCE2E € Set PC Here 7,r25
SV:00007800 |LF9C8008 B Edits D8, -0x7FF8
Sv: 00007804 ;F48E06E Belislies 5,r2s
& ViewInfo
SV:00007808 |7 FACECCT & Go Till There xl%OOg
SV:0000780C |51680008 = 8(rs8
SV:00007810 |1FEDI36C ElistThere D9, -0x6C94
SV:00007814 [756CFETD Assemble here ... 11,0x1F,0x1,0x1E
SV:00007818 |7COCEAAE Modify here .. P,r29
SV:0000781C |50E80000 0(rs)
Sv: 00007820 |72E00000 Patch here.... b0 e |

<]

L}

[l B::Break.Set SV:0x77DE /DIALOG

— address [ expression
SV:0x77DE

- type —— options —implementation —
@ Program [T Exclude [Tl Temporary auto -
) ReadWrite [T nOMARK [C] p1sable - action
© Read [] DISableHIT
) Write DATA
O default [ v] [ ¥ advanced |
| Ok | [ Add ] [ Delete ] [ Cancel ]
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3. Set a Program breakpoint to the exit of the function OSlInterruptDispatcher1 and select the action

TraceOFF.
] [B:List] [F=5 Eeh )
[ Mstep |[ Mover || Next || #Return|[ @up |[ pco |[ mBreak |[ Bmode | Find:
addr /Tine |code 1abel mremonic |comment ="
SV:00007C14 [1a61080C e_ Imw r19,0x0C(rl) B
SV:00007C18 |50010044 e_lwz r0,0x44(r1)
Sv:00007cC1C (0090 se_mtlr r0 K|
SV:00007C1E (18218040 e_addi rl,rl,0x40 F _
Sv:00007C22 (<l
4 Program Address +
+ GoTill I
e Breakpoints L4
i Display Memory L4
ﬁ% Bookmark...
g Toggle Bookmark
4§ Set PC Here
%EditSource
& ViewInfo
& Go Till There
EﬂListThere
Assemble here ...
Modify here ...
Patch here ...
il B::Break.Set SV:0x7C22 /DIALOG
— address [ expression
SV:0x7C22 - (&) EHu
- type options —implementation —
@ Program [C] Exclude [CITemporary auto -
) ReadWrite [CInoMARK [TIp1sable - action
) Read [C] p1SableHIT TraceOFF
) Write DATA
O default [ v] [ ¥ advanced |
| ST [ Add | [ Dpeete ] [ cancel |
W B::Break List
(& Delete All|[O Disable All [ @ Enable all [ @ Wit |[ S Impl... ]Lﬁstore [ £ Load... ]L@Set
address types imp]l action !
V:000077DE[[Program ONCHIP  |TraceON OSInterruptD'lspatcherl
V:00007C22]|Program ONCHIP  [TraceOFF 05InterruptDispatcherl',39+0x3E8
4 3

4. Start the program execution and stop it.
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5. Display the result.

s e s
(&setup... | M Goto... || FiFind... || Adchart || ElProfile || BMPS || $ More || Xiess
record [run |address cycle |data |symbo] ti.back 1

-0003380107 |0 V:00007C04 ptrace samplellosisry05InterruptDispatcher1+0x426 3.095us .

0 r msync E

0 | Twzx r8,r27,r25 lf‘

0 | stbx r22,r 21 r3l
-0003380106 |0 D:40000A4C wr- byte 03 \\samplel\Global\0sAppID_ 1.160us =

0 | stwx r26,r8,r28 (4
-0003380105 |0 _‘D FFF48008 wr- '\Dng 00000000 0. 645us

0| e_Tmw

0| e_lwz

0 | se_mtlr

0 | e addi

0 | se_blr
-0003380103 |0 V:0000912C p ‘\samplel\Globall__ghs_eofn_0S_StartMNonAutosarCore+0x14 1.030us

—— TRACE ENABLE
-0003380100 |0 D:40001EF4 wr-Tlon 00000000 “\samplel\Global\_0sOrtiStackStart+0xEB4 1.882ms
-0003380098 |0 D:40001EF8 wr-quad 0000000000000000 ‘\‘\samplellGlobal\_0sOrtiStackStart+0xEB8 0.900us
-0003380097 |0 D:40001F00 wr-quad 0000000000000000 ‘\\samplel\Global" 0sOrtistackStart+0xECO 0.645us
-0003380096 |0 D:40001F08 wr-quad 00000014400009A0 \\samp1el\GToba1\ 0s0rtistackStart+0xECS 0. 645us
-0003380094 |0 D:40001F10 wr-quad 40000A00FFF48008 ‘\\samplellGlobal\_0sOrtiStackStart+0xEDO 0.905us
-0003380092 |0 D:40001F18 wr-quad 400009E800000000 ‘\\samplel\Global" 0sOrtistackStart+0xED3 1.160us
-0003380090 |0 D:40001F20 wr-quad 0000000000000000 ‘\‘\samplellGlobal\_0sOrtiStackStart+0xEEQ 1.160us
-0003380089 |0 D:40001F2C wr-Tong 0000912¢C \\samplel\Global\_0sOrtiStackStart+0xEEC 0.645us
-0003380088 |0 V:00007850 e ‘\samplel\osisr\0SInterruptDispatcher1+0x72 0.645us

0 e_addlei r24, 0x7FEQ

0 | Twzx r5,r24,r25

0 | e_addl6i r12,r13,-0x7FBO

0 | Twzx r0,r12,r25

0 | e_addlf6i r21,r13,-0x7F6C

0 | Thzx (rratadierh e L

0 e_andi ril,r5,0x1F

0 | erlwinm r5,r5, Oxz ,0x19,0x1D

0 | stwx |30 ra,r
-0003380087 |0 D:40000E44 wr- Tong 40000CDC Y\samplelGlobal\0sIsrArrayCore0 0. 640us

0

0| e
I-0003380085 |0 \\samplel\ostsk\05CheckStack 0.645us ~

4 13

The event that switched the trace generation on is not visible in the trace.
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ProgramTraceON/TraceOFF

Controlled message types

WTM BTM DTM OTM DQM
Unused BTM is enabled by Unaffected Unaffected Unaffected
filter
Filter applies

Diable messages types that are unaffected and not required for the analysis.

&2 B:NEXUS
nexus
) OFF
@ ON

RESet

selection
[¥]BTM
[CIHTM
[Clotm
Clwtm
[CIpgm

DTM

AL
[C1PID_MSR
[C1BL_HTM
[C1 TLBNEW
[CITLBmMV

option configuration
SmartTrace PortSize
[C]poTD MDO4
STALL PortMode
s )| | (a2 -
suppression [IpprR

[C] spenpgMm

[T spenwTm™

[T SpenPTM

[C] SpenpTM

[C] spenoT™

SupprTHReshold

1/4 A

(=[O
CLIENT1
SELECT

NONE =

MODE
OFF

CLIENT2
SELECT

NONE =

MODE
OFF
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Example:
Advise the NEXUS module to generate trace information on all write accesses.
Advise the NEXUS module to start the Branch Trace messaging at the entry to the function memcpy.

Advise the NEXUS module to stop Branch Trace messaging at the exit of the function memcpy.

1. Enable Data Trace messaging for write accesses.
<& B:NEXUS == =]
nexus selection option configuration CLIENT1
© OFF BTM SmartTrace PortSize SELECT
© 0N [CIHTM [CIpoTD MDO4
[CloTm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
[ &Trace || | Clogm suppression [IpprR
1 List DTM [C] SpenDQm CLIENT2

[l SpenWTM SELECT
BT []spenPTM NONE -

[CIPID_MSR [C]SpenDTM MODE
[CIBL_HTM [] SpenoTM OFF
[Tl TLBNEW SupprTHReshold

CITemy 1/4 -

2. Open the TrOnchip window and select ProgramTraceON for Alpha.

Run CPU Misc Tr

il Set..
8 List
éb Implementation... 4 B=TrOnchip EI@
tronchi Alpha EXTernal
€ Delete Al B s -
[ Reset ||| [oFE || | @orF
ZF Trigger Bus... CONVert OFF ED
ProgramTraceON
5| w OnChip Trigger... [Vl varConvert ProgramTraceOFF k 1
Cevtt DataTraceON 1
[ evTo DataTraceOFF
TraceEnableClient1
Trigger Reset [E5mEL TraceDataClient1

TOOLIOZ TraceONClientl
TraceOFFClientl
OFF -
TraceTriggerClientl
BusTriggerClient1
Set BusCountClientl
WATCHClient1

CJBRT TraceEnableClient2
[CIreT TraceDataClient2
[CIRerT TraceONClient2

TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WATCHClient2
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3. Select ProgramTraceOFF for Beta.

& BuTrOnchip

tronchip

[ Reset |

[¥] convert
[V]varconvert

[V EVTEN
TOOLIOZ2
OFF -

[F=5 EoH =53
Alpha EXTernal
[prgmia ~| | | @ oFF
Beta 1IN
OFF hd N1
OFF
ProgramTraceON
ProgramTraceOFF
DataTraceON
DataTraceOFF

TraceEnableClient1
TraceDataClientl
TraceONClientl
TraceOFFClientl
TraceTriggerClientl
BusTriggerClient1
BusCountClientl
WATCHClient1
TraceEnableClient2
TraceDataClient2
TraceONClient2
TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WAT CHClient2

4. Set a Program breakpoint to the entry of the function memcpy and select the action Alpha.
a B::Break.5et EI@
address [ expression —
memcpy - [CTHLL
- type ........... - UptiUI"IS ................................ .implemenmﬁon -
@ Program [[ Exclude [1Temporary
) Readwrite [CInoMARK [TIp1sable - action ——— i
© Read [ DISableHIT
-:-Write DATA ———— . | P—
* default [ || | [ ¥ advanced |
Ok ] [ Add ] [ Delete ] [ Cancel ]
5. Set a Program breakpoint to the exit of the function at memcpy and select the action Beta.
W B::Break List = -E ]

[ & Delete All|[ ) Disable All|[ @ Enable AJII][ @mit | Himpl... |[EZstore... || Bload... || §iset... |

address

4

types imp action |
V:000019C6[|Program ONCHIP |ATpha memcpy -
V:00001A3E|[Program ONCHIP  |Beta memcpy+0x7 8

6. Start and stop the program execution.
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7. Display the result.

s Ba:Trace.List EI =
(& setup...)[ 1 Goto... || #3Find... |[ fichart |[ ElProfile || BMPS |[ % More |[ X Less |
record |run |address lcycle  |data |symbaol [t1.back Ly
-0000322899 [0 D:FFF48008 wr-Tong 00000006 4_255us .
-0000322897 |0 D:FFF2400E wr-byte 01 0.905us El
-0000322895 [0 V:00001A22 ptrace ‘WsampleliGlobalmemcpy+0x5C 2.835us —
0 | e_cmpli  0x0,r8,0x0 £t
0 | se_addi r7 ,0x4 B
0 | se_addi r4,0x4 3
0 E
0 | se_mfar r5.r8
0 | se_mtctr r5
0 | se_subi r5,0x1
0 | Thzx ré,r5,r4
0 thx r6.r5,.r7
-0000322894 [0 0:40000985 wr-byte 6C “\samplel\Global\0s5Stacks+0x185 2.065us
0 | e_bdnz 0x1A30
-0000322892 [0 V:00001A30 ptrace YWsampleliGlobal'memcpy+0x6A 0. 640us
0 r se_subi r5,0x1
0 | Thzx r6,r5,r4
0 thx r6.r5,.r7
-0000322891 [0 D:40000984 wr-byte 07 “\samplel\Global\0s5Stacks+0x184 0.645us
0
0 | se_blr
-0000322890 [0 V:00003D4E ptrace “Ysamplellosioc\05_05IocReadAcross+0xD4 0.645us
TRACE ENAELE b
4 [ 3
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; default start situation
Break.Delete /ALL
TrOnchip.RESet

; messaging setup
NEXUS.BTM ON
NEXUS.DTM Write

; filter settings

TrOnchip.Alpha ProgramTraceON
TrOnchip.Beta ProgramTraceOFF
Break.Set memcpy /Program /Alpha
Break.Set memcpy+0x78 /Program /Beta

Go

Break

; display result
Trace.List
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DataTraceON/Trace OFF

Controlled message types

WTM BTM DTM OTM DQM

Unused Unaffected Filter applies Unaffected Unaffected

Enable the Data Trace Messaging as required for the analysis.

Disable messages types that are unaffected and not required for the analysis.

<& B:NEXUS == =]

nexus selection option configuration CLIENT1

© OFF BTM SmartTrace PortSize SELECT

© 0N [CIHTM [CIpoTD MDO4
[CloTm STALL PortMode MODE

Ewtm [oFF )| | a2 -] | | [oFF

[CIpgm suppression [IpprR

2 List DTM [C] SpenDQm CLIENT2

[l SpenWTM SELECT
e []spenPTM
[C]PID_MSR [C]SpennTM MODE
[C]BL_HTM [C] spenoT™ OFF
[Tl TLBNEW SupprTHReshold
CITemy 1/4 -
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Example:

Enable Branch Trace messaging. Advise the NEXUS module to start the generation of Data Write
Messages at the entry to the function OSlInterruptDispatcher1. Advise the NEXUS module to stop the
generation of Data Write Messages at the exit of the function OSInterruptDispatcher1.

1.

2.

Enable Branch Trace messaging and Data Trace messaging for write accesses.

&2 B:NEXUS
nexus
) OFF
@ ON

RESet
W Trace

selection
[¥]BTM™

[CTHTM™
[Clotm
Clwtm
[CIpgm

) List

DTM

e ———
[C1PID_MSR
[C1BL_HTM
[C1 TLBNEW
[CITLBmMV

option configuration
SmartTrace PortSize
[C]poTD MDO4
STALL PortMode
s )| | (a2 -
suppression [IpprR

[C] spenpgMm

[T spenwTm™

[T SpenPTM

[C] SpenpTM

[C] spenoT™

SupprTHReshold

1/4 A

[F=3 EoR =)
CLIENT1
SELECT

MODE

OFF

CLIENT2
SELECT
MODE
OFF

Open the TrOnchip window and select DataTraceON for Alpha.

Run CPU
il Set..
0 List

éylmplementation...

2K Delete All

ZF Trigger Bus...
& o OnChip Trigger...

Trigger Reset

Misc  Tr
ZF BuTrOnchip
tronchip Alpha
[ Reset ||| [oFe -]
CONVert OFF 0
ProgramTraceON
v
gl FrogramTraceOFF i
[Clevtl DataTraceON )
ClevTo DataTraceOFF
TraceEnableClient1
EVIEN TraceDataClientl
TOOLIDZ TraceONClientl
TraceOFFClientl
OFF -
TraceTriggerClientl
BusTriggerClient1
Set BusCountClientl
WATCHClient1
CIBRT TraceEnableClient2
[CIreT TraceDataClient2
EIReT TraceONClient2
TraceOFFClient2
TraceTriggerClient2

[E=5 EEH 55
EXTernal
@ OFF

BusTriggerClient2
BusCountClient2
WATCHClient2
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3. Select DataTraceOFF for Beta.

4 B:TrOnchip f=lle =
tronchip Alpha EXTernal
[ reset ||| |[pataTraceon +|| | @ oFF
CONVert Beta © o
VarCONVert OFF ¥ | | Om1
[Cevtl OFF
ProgramTraceON
Devro ProgramTraceOFF
EVTEN DataTraceON
TOOLID2 DLl SN
TraceEnabIeChe 1
OFF A TraceDataClientl
TraceONClientl
Set TraceOFFClientl
TraceTriggerClientl
[CIBRT BusTriggerClient1
[C1rRPT BusCountClientl
WATCHClient1
CIRer TraceEnableClient2
TraceDataClient2
TraceONClient2
TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WATCHClient2
4. Set a Program breakpoint to the entry of the function OSlinterruptDispatcher1 and select the
action Alpha.
[l B::Break.Set
address [ expression
OSInterruptDispatcherl
type options implementation
@ Program Temparary
_ ReadWrite DISable action
© Read DISableHIT
) Write DATA
* default [ || | [ ¥ advanced |
Ok ] | Add ] [ Delete ] [ Cancel ]
5. Set a Program breakpoint to the exit of the function OSInterruptDispatcheriand select the action
Beta.
0 BuBreakList o[-
[ Delete All (O Disable Al (@ Enable All|[ @ Init | &1mpl... || 52 store... |
address types imp]l action =
V:000077DE[[Program ONCHIP |ATpha 05InterruptDispatcherl
V:00007830)|Program ONCHIP  |[Beta 05InterruptDispatcher117+0x28
F
6. Start and stop the program execution.
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7.

Display the result.

Bu:Trace.List
[ & setup... || I Goto... || #3Find... || felChart || ElProfile | BMPS || #More || Xiess |
record |run [address leyele data |symbol |t1.back =]
td6 [0 wold O5InterruptDispatcherll weid -
0 - e_stwu rl, -0 00rl) -
0 | e_stmw rl3,0x0C(rl) E
0 | se_mflr rO :
(] %_s tw rd, 0xdd (rl) 5,
0
0 | &F (ONIR = 0) =l
549 |10 OSGETCOREID = get core Id * |_|
0 | mfspr r3l,spr2d6
0 | e_rlwinm r25,r31, 0x2,0x0E,0x1D
0 | e_addlei r27,rl3,-Ox/FBS
0 | e_l4s r28, ~0xE 0000
] Twzx r‘E-,r‘Z'.-',r‘25
0 | e_addl&éi r28,r28, -0OxTFFE
0 | Twzux r2é,rd, r28
0 | #endit
5e3 (0 isrPtr = &(0sIsrTable[ OsIsr[OSINTC_IACKR == 2] 13;
0 | =_14s #29 , 010000
0 | e_Twz  rll,0x8(r8)
0 | e_addlel r29 .r'29 . ~OxeC94
0 | e_rlwimnm rl2,rll, OxlF,0x1,0x1E
0 | Thax r‘D r12 r29
0 | e_lu= -0x0{r8)
0 | e_14 r‘23 Oocly
0 | =_11s r‘3D,Dx4CIDDD[)[)CI
0 | e_slwi r6,rd, 0x2
0 | e_addl&i r30,r30,0xCCE
0 | se_add rd,ré
0 | se_extzh ril
0 ann
0 | #endif
0 | &T defined(DSAPPLICATION)
0 | #1F defined(OSISRENTRYEXIT)
0 0SAPPLICATIONTYPE curApp;
0 | #Fendif
0 | #endif
0
0 | & T defined(0SUSEISRLEVEL)
Sel |o oldPri = OSTSRGetPrioll; * get the prewious IPL (before reading TACKR)} *
0 | se_slwi rQ, 02
0 | se_cmpl F26,r7
0 | s=_add r30,rd
0 e
0 | #endif /= defired(0SCHECKCONTEXT) =
0
i OSECIR (D ; * restore IPL *
0 return;
i }
0 | #gendif /* !ldefined(ONODISRL) =
0
0 | & defined(0SUSETRLEVEL)
a5 |0 f{ oldPri == OSIRG=tFric()
0 Ox 7850
-0021791622 |0 wr-Tlon Q0000000 “\samplel'Global®_0sOrtiStackStart+OxEE4 1.675us
-0021791620 [0 wr-quad 0000000000000000 \samplel'Global®_0OsOrtiStackStart+OxEES 0.905us
0021791619 [0 wr-quad 0000000000000000 \samplel'Global’_0sOrtiStackStart+O=ECD 0.645us
0021791618 [0 wr-quad 00000014400009A0 V\samplel'Global'_0sOrtiStackStart+0wECE 0.645us
0021791616 |0 wr-quad $0000A00FFF48008 “\samplel'Global’_0sOrtiStackStart+0xEDD 0.900us
0021791614 |0 wr-quad 400009ES00000000 “\samplel'Global®_0sOrtiStackStart+0xEDS 1.160us
0021791612 |0 wr-gquad 0000000000000000 “\samplel'Global®_0sOrtiStackStart+0xEED 1.160us
0021791611 |0 -Teng 0000512C “\samplel'Global®_0sOrtiStackStart+0xEEC 0.645us
-0021791610 [0 V 00007850 “isamplel'osisri0SInterruptDispatcherl+0x72 0.390us
0 - e_addlei r24, 7
0 | Twzx r5,r24 r25
0 | e_addl&q r‘l2 r'J.3 -0xTFED ol
< 1 |
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Example for TraceTrigger

Resource: Watchpoints and logic in NEXUS Adapter (parallel trace only)

Controlled message types

WTM BTM DTM OTM DQM

Watchpoint Hit Unaffected Unaffected
Message(s) is
generated for
the specified
instruction(s)
or data
address+data

value

Unaffected Unaffected

Disable messages types that are unaffected and not required for the analysis.

Example: Enable Branch Trace messaging. Advise the NEXUS module to generate a trigger for the trace if
the function memcpy is entered. Use this trigger to stops the trace recording.

1. Enable Branch Trace messaging.
<& B:NEXUS e =]
nexus selection option configuration CLIENT1
© oFF BTM [FlroTD PortSize SELECT
© ON [CIHT™ STALL MDO12 NONE
[Clotm OFF - PortMode MODE
Clwtm 12 ~) | | |oFF
[oom suppression [IboR CLEENT2
2 List DTM [C] spenpgMm SELECT
OFF - [T spenwTm NONE
PTCM [T spenPTM MODE
[CIPD_msR [C] SpenpTM OFF
[ClBL_HTM [C] spenoTm
[T TLBNEW SupprTHReshold
CITemy 1/4 -
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2. Set a Program breakpoint to the start address of the function memcpy and select the action

TraceTrigger.
a B::Break.5et EI
address [ expression
memcpy - ETHLL
type options implementation
@ Program [[] Exclude [CITemporary
) ReadWrite [CInomARK [“Ip1sable action
© Read [C] DISableHIT
©) Write DATA
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
3. Start the program execution.

‘B::

emulate trigger [devices ][ trace ][ Data ][ Var ][ List ][ other ][ previous

g ] | Mx_[uP
= — = e leee—— 0 [
State of the State of the
program execution trace recording
(running) (Arm = recording)

‘B::

|| emulate trigger [devices ][ trace ][ Data ][ Var ][ List ][ other ][ previous
af g — T wx_up

i e =

State of the

trace recording

(BRK = break by trigger,
recording is stopped)
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4. Display the result.

B::Trace.List List. TASK DEFault [= &=
Bsetup....|[ ML Goto... || FiFind... || Adchart || BlProfile | BIMPS || # More || XlLess |
record |run |address cycle data symbol ti.back |
0000000014 [0 V:0000287C ptrace sampTellosschy0STaskForceDispatch+0x8E 0.385us »
0 | Twzx r0,r29,r31 E
0 | se_bclri r0,0x8 =
4] stwx r0,r29,r31
0 | e addlei rill,rl3,-0x7FDO B
0 | Twzx r0,ril,r31
0 | e_addlfi r6,rl13,-0x7FAD
0 | Twzx r7,ré,ril
0 | cntlzw rl0.r0
0 | e slwi rl10,r10,0x2
0 | Twzx r5,rl0,r7
0 | e_addi r3,rl,0x8
0 | se_stw r3,0x18(r28)
0 stwx nhLr27,r3L
0 | e_bl 0x913E
-0000000013 |1 V:00003BEE ptrace ‘\samplellosioch05_0STockriteAcrossRef+0xBA 8.640us
i sailwz r3,0x0(r31) b
1 se_lhz r5,0x4(r31) |
- 'Jl e_bl 0x19C6 -
« v

The trace generation is usually stopped before the trace information for the event that caused the
trigger is exported.
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Example for TraceTrigger with a Trigger Delay

Example:

Advise the NEXUS module to generate a trigger if a write access to the variable hookNmb occurs. Advise
TRACE32 to fill another 10% of the trace memory before the trace recording is stopped.

1. Enable Branch Trace messaging and Data Trace messaging for write accesses.
<& B:NEXUS == =]
nexus selection option configuration CLIENT1
© OFF BTM SmartTrace PortSize SELECT
@ ON [CTHT™ [CIpoTD MDO4
Clotm STALL PortMode MODE
Ewtm [oFF )| | a2 -] | | [oFF
& Trace [C1pgm suppression [IpprR
L DTM [C] SpenDQm CLIENT2
[l SpenWTM SELECT
SPTeM | | [[]SpenPTM
[C]PmD_MSR [C] SpenpTM MODE
[CIBL_HTM [] SpenoTM OFF
[Tl TLBNEW SupprTHReshold
CITemy 1/4 -
2. Set a Write breakpoint to the variable hookNmb and select the action TraceTrigger.
a B::Break.Set EI@
address [ expression
hookMNmb - Ill ]HLL
type options implementation
Program | Exclude | Temporary auto -
ReadWrite ] NOMARK ] piSable Faction |

Read | DISableHIT TraceTrigger ~

default | v| | ¥ advanced|

| F—T— —r— [ Delete | [ cancel |
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3. Define the trigger delay in the Trace Configuration Window.

W BuTrace IEI M
— METHOD
@ Analyzer  Cénalyzer © Onchip ) ART () LOGGER () SNOOPer () FDX © LA
Integrator ' Probe IProbe
— state ——— —used ——— ~ ACCESS - TDelay
© DISable auto - 13421772, [ 4P Tronchip |
0. 10% - & NEXUS
- SIZE — CLOCK
134217728, — THreshold ——
- ¥ advanced
— Mode — Mode

@ Fifo BusTrace
— commands —— | () Stack 2 ClockTrace
RESet @ FlowTrace
TERMination
i RTS TestFocus
AutoArm ¥ AutoFocus
[¥] AutoInit % ShowFocus

[[] selfarm
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4. Start the program execution.

IB::|

emulate trigger [ devices ][

J[_Data J[ var [ ust ] J [ previous |

trace other
N e | [
State of the State of the
program execution trace recording
(running) (Arm = recording)
|B: :
emulate trigger [ devices ][ trace ][ Data ][ Var List ][ other ][ previous ]
L rEI—I—I—IWI_
State of the
trace recording
(TRG = trigger occurred,
delay counter started)
|B: :
emulate trigger [ devices ][ trace ][ Data ][ Var ][ List ][ other ][previous ]
poine [ R

State of the

trace recording

(BRK = delay counter elapsed,
recording is stopped)
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5.

Display the result.

29 B-Trace.List NEXUS DEFault

& Setup... | . Goto.... || FAFind... | Adchart ][ BiProfile | BIMPS || % More ][ X Less |

record [nexus

|run Jaddress

leycle |data

synbol 3 Trace Goto
SYmoo

-0000000004
~-0000000003 [TCODE=0

-0000000002 TCODE=03
0000000001 [TCODE=03

[T0000000000 |TCODE=0F
+0000000001 |TC:
55

+0000000002
10000000003 |TCODE=04
10000000004 [TCODE=05

<

RC=1

SRC=D

SRC=1

SRC=1

SRC=1

sRC=1

PT-DBM ICNT=0008 1
PT-DBY ICNT=0003
PR_DBM ICNT=0001

WHM WPHIN00000010

PT-IBM MAP=0 ICNY=0003 U-ADDR=0000500A

DT-DWM MAP=0 DSZ=N U-ADDR=00000067 DATA=0001
3

Vv:000026C6 ptrace

e 1i r11,0xCE
mtpid  rll
se_isync

V100002600 ptrace
_b1 0x91A8

V:000091A8 ptrace
void PreTaskHook ( void )

hookNmb=2;
se_li r0,0x2

r0,-0x7F60(ri3)

e_stw
3

se_blr

V100002604 ptrace
e st r19,0x0(r30)

D:40000A3F wr-byte
mtpid 20

[==]E=]

Record / Time / Bookmark
\\sampTe1\osschy| ( -

\\samplel\ossch\| | Previous | [ First.] [ Trigger ] [[.Zero ]
\\samplel\sanple Next [ tast Ref [Tk

\samplel\Global\osortiRunningserviceId_+0x1

0.775us
0.645us

Push the Trigger button in the Trace Goto window to find the record, where the trigger
occurred (WHM message). Here the sign of the record numbers changed.
The specified event is usually exported shortly after this point.
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Example for BusTrigger

Resource: Watchpoints and logic in NEXUS Adapter (parallel trace only)

Controlled message types

WTM BTM DTM OTM DQM

Watchpoint Hit Unaffected Unaffected Unaffected Unaffected
Message(s) is
generated for
the specified
instruction(s)
or data
address+data
value

Example: Generate a 100 ns high pulse on the trigger connector of the POWER TRACE / ETHERNET or
POWER DEBUG Il when 3 is writes to hookNmb.

1. Set a write breakpoint to the variable flags[9] and select the action BusTrigger.

+ B::Break.Set |Z||E|r'5__<|

address / expression

[lagsla] v| (&) HHLL

type options implementation

O Program [ Exclude [ Temporary

) Readwiite I HOMaRK [ DISable achion

Q Read [ DISablsHIT

) ahy | | | v| [% advanced]

[ Ok | [ Set ] [ Delete ] [ Cancel ]

EBX

2 B::Break.List

2K Delete 2ll| O Dizable || @ Enable Zg Select... EE Stare... ME§ Load... g Set

address  types impl action
C:EEEE?4ES“NritE ‘UNCHIP FhsTrigger ‘ s\DiabpB26:Globalsflags[9]
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2. Start the program execution.

3. Open the TrBus window to watch the trigger.

l@u Run  CPU  Misc
|l set....
8 List

éb Implementation. ..

2R Delete Al

& OncChip Trigger...

Trigger Reset

control
O OFF
(&) Am
Il
high
monitor

B

Trigger

Connect

(&) Out

Oln

Mode

& T Low
O T High
(7% Falling
3 3 Riising

Set [from BLS]
[ Ereak

[ &Trigger

Out [to BUS)

[ Ereak
[ &Break

[ ATrigger
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Example for BusCount (Watchpoint)

Resource: Watchpoints and logic in NEXUS Adapter (parallel trace only). Only one event possible.

Controlled message types

WTM BTM DTM OTM DQM

Watchpoint Hit Unaffected Unaffected Unaffected Unaffected
Message(s) is
generated for
the specified
instruction(s)
or data
address+data
value

Example 1: Count how often the function sieve is called.

1. Set a program breakpoint to the start address of the function sieve and select the action
BusCount.
+ B::Break.Set |Z||E|r'5__<|
address / expression
|sieve v| [I] [IHLL
type options implementation
(®) Program [ Exclude [ Temporary
) Readwiite I HOMaRK [ DISable action
O Read [DISableHIT
1 wirite DATA
O any | | | v| [ ¥ advanced]
[ Ok | [ Set ] [ Delete ] [ Cancel ]

' |B::Break.List |:| |§| rg'

2K Delete 2ll| O Disable || @ Enable Zg Select... EE Stare... ME§ Load... g Set

address  types impl action
C:PPAR3370]Progran [ONCHIP  [BusCount

| sieve
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2.

3.

Open the TRACE32 counter window and select EventHigh.
INE Trace Perf Cov MPC

@ Runtime
@ Memory Map
* Flash Programming

% Choose Colars...
éb Ethernet Config. ..
Japaneese Menu

ooy comir |

Mode

O Frequency
O Period

O PulsLow

() PulsHigh
() EventLow

XventHigh
ventHOId

Gate

wariable

[ ]

evt_-

it

[ Awutalnit

out

[Jout

PROfile

IACT (1

Select

() PODBUS
@18
rlac2

[ ] -Yox]
(@)1
1 Dac
1 Dac2
(IDENTT
(I DENTZ2
CIMCKD

Lot

Start the program execution and display the result.

44 Bz:Count
0 38.605 evt_-
Mode Gate it
O Frequency
O Period [ Awutalnit
(O PulsLow
() PulsHigh out
() EventLow Jour
(%) EventHigh variable
O EventHold [ ]

IACT

Select

(Y PODBUS
1A
rlac2
[ -Yox]
(@)1
1 Dac
1 DAC2
(IDENTT
(I DENTZ
CIMCKD
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Example 2: Measure the period in which the function sieve is called.

1. Set a program breakpoint to the function sieve and select the action BusCount.

# B::Break.Set

address / expression

|sieve v| [I] [IHLL
type options implementation
(®) Program [ Exclude [ Temporary
) Readwiite I HOMaRK [ DISable action

O Read [DISableHIT
1 wirite DATA

O any | | | w | [ ¥ advanced ]
[ Ok | [ Set ] [ Delete ] [ Cancel ]

:Break.List

2K Delete 2ll| O Disable || @ Enable Zg Select... EE Stare... ME§ Load... g Set

address

types imp

1 action

9(=][E

C:PPAR3370]Progran
|

IONCHTP

[BusCount

| sieve

2. Open the TRACE32 counter window and select Period.

INE Trace Perf Cov MPC

ooy comir |

<4 B::Count
@ Runtime
@ Memory Map s
* Flash Programming et Gate i
% Choose Colors... ) Frequency oo s
B Ethernet Config... (@) Period @®01s [ dutalrit

Japaneese Menu ulsLow O 1z

() PulsHigh O10s out

() EventLow O endless Jout

() EventHigh variable

|l PROfile

1ACT

Select

() PODBUS
1A
rlac2

[ ] -Yoxc
[@]:1ee
1 Dact
1 Dac2
(IDENTT
(IDCNTZ2
CIMCKD

Lo

[¥100)
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3. Start the program execution and display the result.

] 89 200 us 1AC1 [*100)
Mode Gate init Select

O Frequency Oons O PODBUS

() Period ®01s [ Awukalnit @ 1401

O PulsLow s O 1ac2

() PulsHigh O10s out O 1403

() EventLow O endless Jout O 1404

() EventHigh variable O DAC

O EventHDId [ ] O Dacz

|l PROfile (O DCNTT
(O DCNT2
O MCKo
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Filter and Trigger (Trace Clients)

The filter and trigger feature for the Trace Clients are provided via the TrOnchip window.

Break | Run CPU Misc Tr
il Set..
8 List 4F BuTrOnchip [F=5 EoR 55

éb Implementation - EXTernal

— tronchip

3% Delete Al [ reset || |[oFe
= CONVert - OFF
ZF Trigger Bus. VarCONVert ProgramTraceON N1
1 OnChip Trigger... | ProgramTraceOFF
[Cevrl - DataTraceON
Flevro DataTraceOFF

TmceEnahIeClientl
EVIEN " TraceDataClient1 s

Trigger Reset - TOOLIO2 — TraceONClientl
TraceOFFClientl

OFE TraceTriggerClientl
BusTriggerClient1

— BusCountClient1
WATCHClient1
TraceEnableClient2
TraceDataClient2
TraceONClient2
TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2
BusCountClient2
WAT CHClient2

Trace Clients have their own resources in the NEXUS module. E.g. DMA client on MPC5554.

File Edit View Var Break Run CPU Misc Trace Pef Cov MPC5XXX Window Help
Mk de|rnE RO HuEdes @2

# B:NEXUS.Register

E Nexus Port Controller (NPC)

E Core Trace Control and Nexus Registers

B DMA_A Trace Control Registers
DC1 AD000012 OPC FuTl MDIV 172 EOC WP
WEN dis EIC DR DT-TM ena
DC2 00000000 EWCE no EWCZ no
WT 00000000 DTS dis DTE dis
DTC C0000000 RWTL rw RWT2 dis RC1  in

L YN 00000000)

DTSA2 00000000

DTEAL  FFFFFFFF
DTEAZ 00000000

BWC1 00000000 BWEL dis BRW1 read BWR1 off
BWC2 00000000 BWEZ dis BRWZ2 read BWR2 off

BWAl 00000000
BWAZ 00000000

eTPUA Control Register

4

IB::|
emulate trigger [devioes ][ trace ][ Data ][ Var ][ List ][ other ][previous]

DBG:0113000E Data Trace Start Address 1 stopped [T ] T
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Example for TraceEnableClient1

Example MPC5554: Sample only DMA reads from address 0x40001000++0FFF.

1.

2.

Select DMA a Trace Client1

8 B:NEXUS
Nexus selection
© oFF [FlBTM
@ ON [CTHTM
[Clotm
B
WTrace DTM
[ #Eust ] || [0

=
option configuration CLIENT1
SmartTrace PortSize SELECT
[C]STALL MDO12 DMA -
PortMode MODE
(12 | | | [Readwrite ~|
[Cloor
PCRCONFIG CLIENT2
SELECT
MODE
OFF

Set a Read breakpoint to the address range 0x40001000++0FFF and select Alpha as breakpoint

action.

a B::Break.5et

address [ expression
C:0x40001000++0xfff

=N Nl

- FIHLL

type options implementation
() Program [[] Exclude [Tl Temparary auto ~
) ReadWrite [CINOMARK [Clp1sable action
[IpIsableHIT
) Write DATA
© default ( || | [ ¥ advanced |
Ok ] [ Add [ Delete ] [ Cancel ]
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3. Select TraceEnableClient1 for Alpha in the TrOnchip window.

4F BxTrOnchip [F=5 EoR 55
— tronchip

[ Reset ||| |gEE

CONVert

ProgramTraceON

v

el FrogramTraceOFF

Flevr: ~ DataTraceON

ClevTo DataTraceOFF

TmceEnahIeClientl
EVIEN " TraceDataClient1 s
- TOOLIOZ — TraceONClientl
” _ TraceQOFFClientl
OFE TraceTriggerClientl
BusTriggerClient1
— BusCountClient1
WATCHClient1

CJBRT TraceEnableClient2
[CIreT TraceDataClient2
EIReT TraceONClient2

TraceOFFClient2
TraceTriggerClient2
BusTriggerClient2

4. Start and stop the program.

5. Display the result.

BuTrace.List EI =]
(& setup...|[ 13 Goto... | #3Find... || P chart || B Profile || EEMIPS |[% More|[X Lesg
record run |address leycle  |data |symbaol [t1.back Ly
-00000042 D:400010CE rd-dma 02102900 5.000us .
-00000040 D:400010CC rd-dma 02102900 5.000us E
-00000038 0:40001000 rd-dma 02102900 5.000us —
-00000036 0:40001004 rd-dma 02102900 5.000us
-00000034 D:40001008 rd-dma 02102900 5.000us =
-00000032 D:4000100C rd-dma 02102900 5.000us
-00000030 D:400010EQ rd-dma 02102900 5.000us ||
-00000028 D:400010E4 rd-dma 02102900 5.000us
4 3
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OS-Aware Tracing (ORTI File)

Activate the TRACE32 OS Awareness

TRACE32 includes a configurable target-OS debugger to provide symbolic debugging of operating systems.
Since most users use an AUTOSAR operating system, this is taken as an example here.

In order to provide AUTOSAR-aware tracing an ORTI file is required. The ORTI file is created by the
AUTOSAR System Builder. It describes the structure and the memory mapping of the operating system
objects.

Setup command:

I TASK.ORTI <ORTI_file> Load the ORTI file into TRACE32

Loading the ORTI file results in the following:

J Symbolic debugging of the OSEK OS is possible. Debug commands are provided via an ORTI
menu.

[Vector ORTLZ1] Window Help
Display 05 '
Display CONTEXT k
Display STACK
Display ALARM
Display RESOURCE
Display vs_05_Config
Display 05
Display Tasks
Display Task Context

Display Stacks
Display Alarms
Display Resources

Display 05 Configuration

Stack Coverage L4
J The Trace menu is extended for OS-aware trace display.

Trace | Perf Cov MPCSXXX W
WConfiguration_
B CTS Settings...

MNEXUS Settings...
E 4 Default
= Timing L4 All
fuf Chart b 2 Tracking with Source

| List Context Tracking Syst

ESavetrace data ... & List Con I A
E Load reference data ... Task Switches and Services

Reset Default and Tasks k
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. The Perf menu is extended for OS-aware profiling.

Cov MPCSXXX Vector ORTL
& Perf Configuration...
£ Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

* v v v

Distance trace records

Prepare

Task Services HE

|

Task ISR2s * | il Show as Timing

Task Function Runtime * | i Tracking with Trace List
Task Status 4

Reset

. The manual of the OS Awareness for OSEK/ORTI is added to the Help menu.
el |

% Contents
;;Elndex
4 Find

-E; Tree

ﬁ TRACE32 PowerView User Manual

ﬁ Processor Architecture Manual
ﬁ Debugger User Guide

] MCDS User Guide

ﬁ MCDS Trigger Programming
@ Analyzer User Manual

ORTI RTOS Debugger Manual
@ Tirning &nalyzer User Manual
@ Power Probe User Manual
@ Stirnuli Generator User banual

ﬁTraining Manuals L4

$3 Demo Scripts
/& Welcome to TRACE32

Lauterbach Homenaae

. The name of the current task is displayed in the Task field of the TRACES32 state line.

|B: :
emulate trigger [ devices ][ trace ][ Data ][ Var ][ List ][ PERF ][ other ][ previous ]
SP0024638 \|PPCSSSK_CRTLOTM_LlgsektaskiosGetTesi@asteIC (TaskChaind stopped (inside line) | | | HLL P

Task field
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Exporting Task Information (Overview)

There are two methods how task information can be generated by the NEXUS hardware module:

L By generating an Ownership Trace Messages

This method should be used if supported by the OSEK operating system. It is the only method for
NEXUS Class 2 Modules.

L By generating trace information for a specific write access

This method requires a NEXUS Class 3 Module. It should be used, if the OSEK operating system
does not support Ownership Trace Messages.
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OS-Aware Tracing - Single Core

Exporting all Types of Task Information (OTM)

Ownership Trace Messages are generated when the OS updates
o the 8-bit Process ID register (PIDO) - all compliant standards

J NEXUS PID Register (NPIDR) - IEEE-ISTO 5001-2012 compliant NEXUS module

PIDO/NPIDR are updated by the OS on

. task switches
. entries and exits to service routines
J starts of ISR2 interrupt service routines and NO_ISR information

AUTOSAR OSs perform this update since 10/2010.

If you are using a IEEE-ISTO 5001-2003/2008 compliant NEXUS module and your task ID is longer the
8-bit, the PIDO register has to be updated in several steps. This requires special support from your OS. If
your OS does not provide this special support, Lauterbach can provide you patch information. Please
contact support@lauterbach.com for details.

The generation of Ownership Trace Messages has to be enabled within TRACES32.

NEXUS.OTM ON ; enable the generation of Ownership Trace
; Messages
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Example:

1. Advise the NEXUS hardware module to generate only Ownership Trace Messages.

NEXUS.BTM OFF

NEXUS.OTM ON

; disable the Branch Trace

; Messages

; enable the Ownership Trace

; Messages

2. Start and stop the program execution to fill the trace buffer.

3. Display the result.

Trace | Probe Peff Cov eCos
WConfiguration_
| & CTS Settings...

ETM Settings...

Trigger Dialeg...

= Timing
fuf Chart

g Save trace data ...

3
13
3
3

Default
All
2 Tracking with Source
& List Context Tracking System

E Load reference data ... Task Switches
Reset ;
B::Trace.List List. TASK DEFault = ol <
(& setup... [ 13 Goto... || F3Find... || fwichart || EProfile | EIMPS || % More || Xless |
record run |address cycle |data symbol ti.back i
--- ISR2 = ISR2 ---
-0000000064 | intr 00000003 50.000us
--- ISR2 = NO_ISR ---
-0000000062 | intr 00000005 35.500us
--- SERVICE = 055erviceld_ResumeAllInterrupts exit --- -
-0000000060 | service 00000030 13.005us
--- SERVICE = 05Serviceld_ChainTask entry ---
-0000000058 | service 00000025 11.250us
--- SERVICE = 05Serviceld_PostTaskHook entry ---
-0000000056 | service O00000BS 19.250us
--- SERVICE = 05Serviceld_GetTaskID entry ---
-0000000054 | service 00000029 7.000us
--- SERVICE = 05Serviceld_GetTaskID exit --—-
-0000000052 | service 00000028 7.750us
--- SERVICE = 05Serviceld_PostTaskHook exit ---
-0000000050 | service 00000084 11.250us
task: TASK1 (D000D000DE)
-0000000048 | owner 00000008 19.000us —
--- SERVICE = 05Serviceld_ChainTask exit --—- =
-0000000046 | service 00000024 14.000us =~
cycle types
owner Ownership trace message for task switches
service Ownership trace message for entries and exits to OSEK
service routines
intr Ownership trace message for start of OSEK interrupt
service routine and NO_ISR information
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TRACE32 allows to search for all available cycle types e.g. owner:

Trace.List List. TASK DEFault
[ setup...|| [ Goto..J| #3Find... || A chart || Bl Profile || Bl MPS ][4 More| 3 Trace Find
record [run address ®ycle |data |symbol = =
ori r0,r0,0x80 () Expert @ Cycle
or r0,rll,r0
rlwinm r8,r7,0x4,0x12,0x17
or rio,r0,r8 - address / expression
extrwi r6,rl2,0x6,0x10
or r3,ri0,r6
bl 0x2655C
-00681614 P:0002655C ptrace YW\PPC555x_0|
£ mtpid r3 |- Cycle Data
nop -
mtpid r3 | —|
nop
srawi r3,r3,0x8 . S .
Ilgj:lp‘id 3 Find Here FmdALl] [ Clear ] [ Cancel ]
r
task: bTaskl (0000000C)
-00681611 owner 0000000C 5.500us
-00681610 P:0002612C ptrace YWWPPC555%_ORTI_OTM_1\tch\osTimerInterrupt_cat2c+0xD4 0.500us ~
4 »
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Statistic Analysis of Task Switches

The following two commands perform a statistical analysis of the task switches:

Cov  MPCSXXX  Vector ORTL
& Perf Configuration...
£ Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Services 4 Show Mumerical k
Task ISR2s * | i Show as Timing

Task Function Runtime * | iy Tracking with Trace List
Task Status L4

Reset

= | B:Trace STATistic. TASK o= =
[WSetup...]@iGroups... (== Conﬁg...][EDetaiIed]uEﬂNesting || mdchart || EProfile |
tasks: 6. total: 2.775ms
range [total min max avr count ratio¥% [1% i
(unknown) | 192.720us [ 192.720us | 192.720us | 192.720us 0. 6. G447 | —
TASKO | 267.440us 25.200us 25.800us 24.313us 11. 9.637% |————
TASK4 | 605.720us 60.100us 61.800us 60.572us 10. 21.820% |w——
TASK3 | 599. 360us 59.600us 60. 560us 59.936us 10. 21.597% |——
TASKZ2 | 875.580us 87.160us 88.060us 87.558us 10. 31.551% |———
TASKL | 234.300us 23.040us 23.700us 23.430us 10. 8.442% |e——
4 | i b

TRACE32 assigns all trace information generated before the first task information to the (unknown) task.

£ BuTrace List List. TASK DEFault o3-S
(& setup... || 13 Goto... || #iFind... || Adchart “_!Proﬁle] HMEs | #More || Tiess |
record run |address cycle |data symbol ti.back i
— GO 3
--- SERVICE = 0S5Serviceld_Start0s entry --- -
-0000001814 | service 00000003
--- ISR2 = NO_ISR --- -
-0000001812 | intr 00000005 810. 290us
--- SERVICE = 05Serviceld_StartupHook entry --—-
-0000001810 | service O00000B7 115.505us
--- SERVICE = 05Serviceld_StartupHook exit ---
-0000001808 | service O00000B6 8. 500us
task: TASKOD (D0000009)
-0000001806 | owner 00000009 29.000us
J_“ SERVICE = 05Serviceld_Start0s exit --—- -
4 ¥
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Cov MPCSXXX Vector ORTL

& Perf Configuration...
£ Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Services

Task ISR2s

Task Function Runtime
Task Status

Prepare
L4 E Show Numerical

* | iy Tracking with Trace List

Reset

ol B:Trace CHART.TASK == =]
(& setup.... || iiiGroups... || 52 Config...|[ 1} Goto... || #Find... || 4»In |[p4out|[MMFull|
-2.500ms -2.000ms -1.500ms -1.000ms |
rangeqd | I I 1 —
Cunknown) {IE o R,
TASKOy ®# .~ ®  ®  ® B §® ® ®
TASK4 = =N =N = = = =N
TASK3 1 L_e H =EE =H = L
TASKZ 4 LI | Il B = E = L} L
TASKL LU D Y I e
<mr o« [ I | b
Trace.STATistic.TASK Task runtime statistic
Trace.Chart.TASK Task runtime time chart
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Statistic Analysis of OSEK Service Routines

The following two commands perform a statistical analysis of the OSEK service routines:

Cov  MPCSXXX Vector ORTL

| & Pert Configuration...
| E] Perf List
E| Perf List Dynamic
Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Task ISR2s 4 Show Mumerical k
Task Function Runtime * | ¥l Show as Timing . . .
Tock Status b | il Tracking with Trace Lis (unknown) represent_s the time in whlc_:h the _
processor/core is not in an OSEK service routine
Reset [
= | B:Trace STATistic. TASKSRY | <
(& setup.... || jiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || vichart || EProfile |
srvs: 15, total: 2.775ms
range [total min max avr count ratio¥% [1% 2%
(unknown) | 799.460us - 799.460us | 799.460us 0. 28.808% o
05Serviceld_Start0s | 195.820us | 195.820us | 195.820us | 195. 820us 1. 6.995% B
055erviceld_StartupHook 1.700us 1.700us 1.700us 1.700us 1. 0.061% |+ A
055erviceld_PreTaskHook | 235.960us 4.460us 4.940us 4.627us 51. 5. 648% 3
0SServiceld_GetTaskID | 158.340us 1.500us 1.660us 1.568us 101. 5.705% E
055erviceld_ActivateTask | 158.260us | 15.700us | 16.100us | 15.826us 10. 3. B55% |e—
055erviceld_PostTaskHook | 260.740us 5. 000us 5.400us 5.215us 50. 6. 543% | e———
055erviceld_SuspendAl lInterrupts | 64.020us 1.500us 2. 560us 2.134us 30. 2. 306% | e——
055erviceld_ResumeAllInterrupts | 409.460us 1.540us | 20.360us | 13.649%us 30. 14, 754% |—
4 [ | +
Cov  MPCSXXX Vector ORTL
| & Perf Configuration...
| E] Perf List
E| Perf List Dynamic
Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Task ISR2s L4 EShowNumerical
Task Status ¥ | iy Tracking with Trace List k
Reset l
| B:Trace CHART. TASKSRV |- ]
(& setup... || 32 Config...|[ 11 Goto... || FiFind... || Adchart || 4»1n |[p4Out|[MMFull]
-2.460ms -2.440ms -2.420ms -2.400ms -2.380ms -2.360ms -2.
range 4 | - | | | "
Cunknown) &/ il - 1—H-5-1- 150 - - - - 1— -
055erviceld_Start0Shy T
055erviceld_StartupHook i _ | _ _
055erviceld_PreTaskHook ¥ _ | _ - | _ _ _ _ _ I
0sServiceId_GetTaskIDRY _ | | B | | . . . . . o n
0SServiceld_ActivateTaski¥ _ | _ _ | _ _ _ _ _ I _
055erviceld_PostTaskHook Wy _ B = | _ | _ _ _ _ _ s )
055erviceld_SuspendAl 1Interrupts i _ | ) _ m n _ _ _ _ I _ ]
0SServiceId_ResumeAllInterruptsi| _ | _ _ | o ‘T I _ |
4 (0l 4 F
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Trace.STATistic. TASKSRV Statistic on service routines

Trace.Chart.TASKSRV Time chart on service routines
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Statistic Analysis of OSEK ISR2s

The following two commands perform a statistical analysis of the OSEK interrupt service routines:

Cov  MPCSXXX Vector ORTL
| & Perf Configuration...
| & Perf List
E| Perf List Dynamic
Function Runtime

Distribution
Duration Ato B

* v v v

Distance trace records

Task Runtime

- -

Task Services
Task ISR2s Prepare

Task Function Runtime L4
Task Status *| i Show as Timing

#u] Tracking with Trace List
]

I

Reset

= | B:Trace STATistic. TASKINTR |-
Setup... || 1iGroups... || B8 Config...|| =|Detailed || {F]Mesting Chart Profile
il = F E | d ; h Fl ............................
intrs: 3. total: 2.775ms

range [total min max avr count ratio¥% [1% |
(unknown) | 162.060us | 162.060us | 162.060us | 162.060us 1. 5. 530K | —

NO_ISR 2.359ms 53.060us 98. 820us 78.634us 30. 85. 006% |m—

ISR2 | 254.040us 6.700us 11.660us 8.468us 30. 9. 154% |s—

TRACE32 assigns all trace information generated before the first intr information to (unknown).

Cov MPC5XXX Vector ORTL:
| & Perf Configuration...
| B Perf List

E| Perf List Dynamic

Function Runtime L4
Distribution L4
Duration Ato B L4

3

Distance trace records

Task Runtime L4

Task Services L4

Task Function Runtime L4 E Show Numerical

Reset #u] Tracking with Trace List k

)
#u| B:Trace CHART.TASKINTR = E =
(& setup... || 32 Config...|[ 13 Goto... || FiFind... || Adchart || 4»1n |[p4Out|[MMFull]

Oms -2.500ms -2.000ms -1.500ms -1.000ms -500.000us

1

-

I I I I T I
<mr < [ 1 ] G
Trace.STATistic. TASKINTR  Statistic on interrupt service routines
Trace.Chart. TASKINTR Time chart on interrupt service routines
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Statistic Analysis of Task-related OSEK ISR2s

The following command allows to perform a statistical analysis of the OSEK interrupt service routines related
to the active tasks.

Trace.STATistic. TASKVSINTR Task-related statistic on interrupt service routines

Trace.Chart.TASKVSINTR Time-chart for task related interrupt service routines

= | B:Trace STATistic. TASKVSINTR = ==
(& setup.... || iiiGroups... || 2 Config...| = |Detailed|| fE{Nesting || fv{chart || EHProfile |
intrs: 10. total: 2.775ms
range [total min max avr count ratio¥% [1% 2=
(unknown) 162.060us | 162.060us | 162.060us | 162.060us 1. 5. 539K |m—
NO_ISR 30. 660us 30. 660us 30. 660us 30. 660us 0. 1.104% |m
NO_ISR 267.440us 25.200us 25. 800us 24.313us 11. 9.637%
NO_ISR 491.620us 17.500us 31. 840us 24.581us 20. 17.715% |e—
ISR2 114.100us 11.040us 11.660us 11.410us 10. 4.111% |e——
NO_ISR 529.340us 17.160us 36.000us 26.467us 20. 19, 074% |e——
ISR2 70.020us 6.700us 7.260us 7.002us 10. 2.523% |e—
NO_ISR 805. 660us 17.500us 63.000us | 40.283us 20. 29, 031% |e—————
ISR2 69.920us 6.800us 7.400us 6.992us 10. 2.519% |e—
NO_ISR 234.300us 23.040us 23.700us 23.430us 10. 8. 4425 |——
< (1 | +

#u| B:Trace. Chart. TASKVSINTR

[E=N Noh/x

(& setup... || 32 Config...|[ 13 Goto... || FiFind... || Adchart || 4»1n |[p4out|[MMFull]

-2.000ms -1.500ms

Cunknown)
NO_ISR

NO_ISR
NO_ISR
ISR2
NO_ISR
ISR2
NO_ISR
ISR2
NO_ISR

range [y
Ak

M
M
M
M
M
M
M
M

- ) [ |

intr information that was generated before the first task information is assigned to the @(unknown) task.

&7 Br:Trace.List List. TASK DEFault

=N Hoh/)

(& setup... [ 3 Goto... || FiFind... || fwichart || EProfile | EIMPS || % More || Xless |
d [run |address cycle |data symbol ti.back i
— GO 3
--- SERVICE = 0S5Serviceld_Start0s entry --- -
-0000001814 | service 00000003
--- ISR2 = NO_ISR --- -
-0000001812 | intr 00000005 810. 290us
--- SERVICE = 05Serviceld_StartupHook entry --—-
-0000001810 | service O00000B7 115.505us
--- SERVICE = 05Serviceld_StartupHook exit ---
-0000001808 | service O00000B6 8. 500us
task: TASKOD (D0000009)
-0000001806 | owner 00000009 29.000us
J_“ SERVICE = 0SServiceIld_Start0S exit --- -
4 ¥
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Exporting all Types of Task Information and all Instructions (OTM)

General setup:

NEXUS.BTM ON

NEXUS.OTM ON

Trace.STATistic.InterruptIsFunction

Statistic Analysis of Interrupts

ON

; enable the Branch Trace
; Messages

; enable the Ownership Trace
; Messages

; advise TRACE32 to regard the
; time between interrupt entry
; and exit as function

I Trace.Chart.INTERRUPT

Interrupt time chart

% B:Trace.Chart INTERRUPT =il
|WSetup... ||iiGroups... || HH Conﬁg...“ 3 Goto... || F3Find... || 4k In || &) Out|||0|FuII|
-10.500ms -10.000ms -9.500ms
range 4
(none] ¥ - - : - :
- VTABLE+Ox40 %M - 1 e
4w v 4 T v
I Trace.STATistic.INTERRUPT Interrupt statistic
F | BuTrace STATisticINTERRUPT o ==
(& setup... || jifGroups... || 2 Config...| =|Detailed|| {EiNesting || vichart || B Profile |
funes: 2. total: 22.625ms dntr:  2.460ms
range [total min max avr count intern® [1% 2% '
(none) 20.164ms - 20.164ms - - 80, 175% | ee——
—+ VTABLE+0x40 2.250ms 11.250us 71.005us | 41.006us 60. 10, 874% | ee——
Fl 1 F
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Statistic Analysis of Interrupts and Tasks

I Trace.Chart. TASKORINTERRUPT

Time chart of interrupts and tasks

#| B:Trace.Chart. TASKORINTERRUPT /Sort s¥mbol ===
| & setup... || §ii Groups... || HH Conﬁg...“ 11 Goto... || F3Find... || @ |[re 0ut|||0|FuII|
.500ms -10.000ms -9.500ms -9.000ms -8.500ms -8.000ms -7.500ms|
range iy, 1 1 1 1 1 1 I
Gunknown)wel — S .
TASKOwy ~®W . S .
TASK1qy ml ... . mu S I
TASK2 G/l L. N - . IS . A
TASK3 | | . HE ..
TASK4y =~ e = @@ - . N
VTABLE+Ox40%] =  I®W W - . [ ] -
4 (| » 4 m 3

I Trace.STATistic. TASKORINTERRUPT

Statistic of interrupts and tasks

= | B:Trace STATistic. TASKORINTERRUPT /Sort sYmbal |-
(& setup.... || iiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EHlProfile |
tasks: 7. total: 22.621ms
range [total min max avr count ratio¥ [1% 2% i
Cunknown) 9.705ms 9.705ms 9.705ms 9.705ms . -
TASKO 1.319ms | 124.005us | 129.005us | 119. 882us 11. 5.829% |—
TASKL 1.228ms | 121.505us | 124.255us | 122. 806us 10. 5.425% |—
TASK2 3.606ms 1.746us | 278.010us | 120.187us 30. 15. 938% |m——
TASK3 2.227ms 61.500us 82.005us 74.243us 30. 9. 8455 |e——
TASK4 2.110ms 80.405us | 130.755us | 105.510us 20. 9. 328% |e—
—VTABLE+0x40 2.426ms 11.000us 66.605us | 40.436us 60. 10, 725% | ee—
4 1 3

©1989-2024 Lauterbach

Training Nexus Tracing

206



Statistic Analysis of Interrupts in Tasks

I Trace.Chart. TASKVSINTERRUPT

Time chart interrupts, task-related

= B:Trace.Chart, TASKVSINTERRUPT /Sort s¥mbol

(& setup... | i Groups... | 38 Config...]| (¥ Goto... || FiFind... || 4p1n | »4out | WM Full|

range

. 400ms

-10.200ms
1

-10.000ms

(none)
(none)
(none)
(none)
(none)
(none)

VTABLE+0x40
VTABLE+0x40
VTABLE+0x40

i1l

4
4
4
4
4
4
4
4
4

¥

M

K ) .
I

v
¥
B
¥

J < [m]

b

l

I Trace.STATistic. TASKVSINTERRUPT

Statistic of interrupts, task-related

£ | B:Trace.STATstic. TASKVSINTERRUPT /Sort s¥mbol o] ==
([ & setup... || iiiGroups... | 88 Config...|| E|Detailed|| Einesting || fchart || ElProfile |
| funcs: 9. total: 22.621ms
range [total min max avr count intern¥ 1%
(none) 0.000us - - 0.000us 0.(1/0) - + n
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
(none) 0.000us - - 0.000us 0.(1/0) 0.000%
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
—+ VTABLE+0x40 792.800us 13.250us 67.005us 39. 640us 20. 3. 504% | m—
—+ VTABLE+0x40 779.805us 11.500us 66.755us 38.99%0us 20. 3. 447% —
—+ VTABLE+0x40 678.035us 20.750us 70.750us | 44.465us 20. 3.931% |m—
4 m
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Exporting Task Information (Write Access)

Task Switches

Each operating system has a variable that contains the information which task is currently running. One way
to export task switch information is to advise the NEXUS hardware module to generate trace information

when a write access to this variable occurs.

The address of this variable is provided by the TRACES32 function TASK.CONFIG(magic).

; print the address of the variable

PRINT TASK.CONFIG (magic)
that holds the task identifier

7
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Example: Advise the NEXUS hardware module to generate only trace information on task switches.

1. Set a Write breakpoint to the address indicated by TASK.CONFIG(magic) and select the trace

action TraceEnable.

il B::Break Set ===
address [ expression
TASK.CONFIG(magic) «| (2] EHe
type options implementation
) Program [[1 Exclude [C1Temporary
) ReadWrite [T nOoMARK [C]p1sable action
© Read [C] DISableHIT

DATA

© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG (magic)

/Write /TraceEnable

2. Start and stop the program execution to fill the trace buffer

3. Display the result.

Trace | Probe Perf Cov
WConfiguration_
| & CTS Settings...

ETM Settings...

Trigger Dialeg...

eCos

. st
= Timing
fuf Chart

g Save trace data ...
E Load reference data ...

Default
All
2 Tracking with Source

+ vIRE v

Task Switches

Reset

& List Context Tracking System

Default and Tasks

B::Trace.List List. TASK DEFault = & =
(& setup...|[ 13 Goto... || #3Find... || P chart || H Profile || EEMIPS |[4 More|[X Lesg
record run |address cycle |data symbol ti.back |
-00000021 D:400008A0 wr-word 0008 “\PPC555x_ORTI_OTM_1%GlobaThosCtrivars 111.160us .
—-—— TASK = NO_TASK --- =
-00000020 | D:400008A0 wr-word FFFF “\PPC555x_ORTI_OTM_1%Global‘osCtrivars  697.320us —
--- TASK = TaskChaind4 --—- =
-00000019 | D:400008A0 wr-word 0008 “\PPC555x_ORTI_OTM_1%Global‘osCtrivars  110.980us =+
—-—— TASK = NO_TASK ---
-00000018 | D:400008A0 wr-word FFFF “\PPC555x_ORTI_OTM_1%Global‘osCtrivars  697.320us
--- TASK = TaskChain4 ---
-00000017 | D:400008A0 wr-word 0008 “\PPC555x_ORTI_OTM_1%Global‘osCtrivars  111.160us
—-—— TASK = NO_TASK ---
-00000016 | D:400008A0 wr-word FFFF “\PPC555x_ORTI_OTM_1%Global‘osCtrivars  697.300us
--- TASK = TaskChain4 ---
-00000015 | D:400008A0 wr-word 0008 “\PPC555x_ORTI_OTM_1%Global‘osCtrivars  111.000us
-00000014 |BRK
[p2aasasias -
J 4
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The following two commands perform a statistical analysis of the task switches:

Cov  MPC5XXX  Vector ORTL
& Perf Configuration... '
E| Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Services

3
3
3
3

#uf Show as Timing

Task ISR2s

Task Function Runtime ’ #u] Tracking with Trace List
Task Status v

Reset

= | B:Trace.STATistic. TASK

(& setup... || jiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EHProfile |
tasks: 13. total: 7.029s
range [total min |max avr count ratio¥% [1% 2% |
(unknown) 0.000us 0.000us - 0.000us . 0.000% =
NO_TASK | 561.324ms | 103. 660us 1.242ms | 155.31%us 3614. 7.985% |e—
bTaskl 3.050s 559.320us 7.39%ms 5.427ms 562. 43.390% |———
bTaskChainl | 342.671ms | 317.140us 1.430ms | 641.707us 534. 4. 875% | ee—
TaskChain3 1.446s 337.160us 2.301ms 1.197ms 1208. 20, 565% |m——
TaskChaind 1.458s 242.660us 1.686ms | 823.314us 1771. 20, 743% | e—
bTaskwWaitLoop | 36.029ms 1.402ms 2.3%ms 1.638ms 22. 0.512% |+
TaskHighPrio| 95.511ms | 688.800us 1.020ms | 782.880us 122. 1. 358% |mm—
bTaskSyncResTasks | 16.849ms | 623.640us 2.172ms 1.532ms 11. 0.239% |+
bTaskWaitResource? | 10.035ms | 293.000us 1.487ms | 771.912us 13. 0.142% |+
bTaskWaitResourcel | 11.011ms | 806.120us 1.301ms 1.001ms 11. 0.156% |+
TaskSec 1.655ms | 728.120us | 927.120us | 8§27.620us 2. 0.023% |+
bTaskChain2 | 416.980us | 416.980us | 416. 980us | 416.980us 1. 0.005% |+ -
14 [ | 2

Cov  MPC5XXX  Vector ORTL
& Perf Configuration...
E| Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Services ﬂ Show Numerical

* v v v

Task ISR2s

Task Function Runtime * | iy Tracking with Trace List
Task Status v

Reset

#uf B:Trace.Chart. TASK

(& Setup...]miGroups... I Conﬁg][ i Goto... |[ #3Find... |[ 4» In |[p4 Out|[M Full]

-3.760s -3.740s
| |

bTaskSyncResTask
bTaskwaitResource
bTaskWaitResource? i
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Trace.STATistic.TASK Task runtime statistic
Trace.Chart.TASK Task runtime time chart

OSEK Service Routines

The time spent in OSEK service routines can be evaluated.

OSEK writes information on the entries and exits to OSEK service routines to a defined variable. One way to
export information on OSEK service routines is to advise the NEXUS hardware module to generate trace
information when a write access to this variable occurs.

The address of this variable is provided by the TRACES32 function TASK.CONFIG(magic_service).

PRINT TASK.CONFIG (magic_service) ; print the address of the variable
; that holds the service
; information

©1989-2024 Lauterbach Training Nexus Tracing | 211



Example: Advise the NEXUS hardware module to generate only trace information for entries and exits to
OSEK service routines.

1. Set a Write breakpoint to the address indicated by TASK.CONFIG(magic_service) and select the
trace action TraceEnable.

Kl B::Break Set o ==
address [ expression
TASK.CONFIG(magic_service) - [ETHLL
type options implementation
) Program [ Exclude [CITemporary
© ReadWrite [T nOMARK [C]p1sable action

() Read [Tl p1sableHIT TraceEnable ~

DATA

© default [ || | [ ¥ advanced |

[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG (magic_service) /Write /TraceEnable

2. Start and stop the program execution to fill the trace buffer

3. Display the result.

[Trace| Perf Cov MPCSXXX V

WConfiguration_ .

B CTS Settings...
MNEXUS Settings...

Default
= Timing L4 All
fuf Chart b 2 Tracking with Source

& List Context Tracking Syst
ESavetracedata @ st on S

E Load reference data ...

Task Switches and Services
Default and Tasks

Reset
£ BrTraceList List. TASK DEFault |- ]
[ & setup... | L Goto... || FFind... || Adchart |[ EProfile | EMPS | # More X Less
record |[run |address cycle data symbol ti.back i
--- SERVICE = SetRelAlarm entry -—-- -
-00000028 | D:400008EQ wr-byte 31 \\PPC555%_ORTI_OTM_1\Global'osORTICurrentServiceld 51.500us [g]
--- SERVICE = SetRelAlarm exit -— =
-00000027 | D:400008EQ wr-byte 30 \\PPC555x_ORTI_OTM_1%Global%osORTICurrentServiceld 88.160us
--- SERVICE = ReleaseResource entry --- =
-00000026 | D:400008EQ0 wr-byte 23 \\PPC555x_ORTI_OTM_1\Global‘osORTICurrentServiceld 44.000us
--- SERVICE = ReleaseResource exit --- [
-00000025 | D:400008EQ wr-byte 22 “\PPC555x_ORTI_OTM_1%Global%osORTICurrentServiceld 120.160us -
s »
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The following two commands perform a statistical analysis of the OSEK service routines:

Cov  MPC5XXX  Vector ORTL

& Perf Configuration...
£ Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Runtime

Task ISR2s

3
3

3
* | ¥l Show as Timing
3

Task Function Runtime . . .
Tock Status 24| Tracking with Trace Lis (unknown) represent_s the time in whlqh the _
processor/core is not in an OSEK service routine
Reset [
= | B:Trace STATistic. TASKSRY = -E =]
(& setup.... || iiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EProfile |
srvs: 21, total: 2.428s
range [total min max avr count ratio¥% [1% i
(unknown) | 976.870ms - 976.870ms | 976.870ms 0. 40.234%
CancelAlarm | 103.910ms 98.140us | 811.120us | 107.557us 968. 4.270%
SetRelAlarm | 109.5%1ms 83.160us | 771.640us 91.776us 1197. 4.375%
GetAlarm | 70.302ms 72.320us 83.480us 72.626us 968. 2.895%
GetResource | 126.370ms 8§.820us 8.198ms | 139.101us 917. 4.272%
ReleaseResource | 117.924ms 76.480us 1.020ms | 128.738us 916. 4.631%
Schedule | 730.347ms | 93.320us 9.798ms | 168. 248us 4571, 24.279%
ActivateTask | 12.626ms | 18.500us | 140.500us | 44.773us 282. 0.411%
PostTaskHook 95. 835ms 77.820us 89. 660us 78.424us 1222. 3. 044%
GetTaskID| 19.037ms 7.320us | 18.000us 7.64%us 2489. 0.784%
4 1

Cov  MPCSXXX Vector ORTL

& Perf Configuration...
£ Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

3
3
3
3

Task Runtime

3
3

Task ISR2s L4 E Show Numerical
Task Status ¥ | iy Tracking with Trace List
Reset I

#u| B Trace. CHART.TASKSRY

=N Noh/

(& setup... || 32 Config...|[ 13 Goto... || F3Find... || Adchart || 4»1n |[p4out|[MMFull]

-2.184000000=

-2.183000000s |
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Trace.STATistic. TASKSRV Statistic on service routines

Trace.Chart. TASKSRV Time chart on service routines

OSEK ISR2s

The time spent in OSEK interrupt service routine can be evaluated.

OSEK writes information on the start of an interrupt service routine to a defined variable as well as the
information NO_ISR. One way to export information on OSEK interrupt service routine is to advise the
NEXUS hardware module to generate trace information when a write access to this variable occurs.

The address of this variable is provided by the TRACES32 function TASK.CONFIG(magic_isr2).

PRINT TASK.CONFIG (magic_isr2) ; print the address of the variable

; that holds the interrupt service
; information
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Example: Advise the NEXUS hardware module to generate only trace information on the start of an

interrupt service routine as well as on the information NO_ISR.

1.

Set a Write breakpoint to the address indicated by TASK.CONFIG(magic_isr2) and select the

trace action TraceEnable.

il B::Break Set e E =
addreSS;" expression ..................
TASK.CONFIG(magic_isr2) - [CIHLL

e ———— —gpiT——— - implementation

) Program [T Exclude [C1Temporary
) Readwrite [CInoMARK [“Ip1sable Sachon
© Read [C] DISableHIT
2 Write DATA ——— 1

© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG (magic_isr2)

/Write /TraceEnable

2. Start and stop the program execution to fill the trace buffer

3. Display the result.

[Trace] Perf Cov MPCSXXX W

g Save trace data ...
E Load reference data ...

Reset

WConfiguration_
B CTS Settings...
MNEXUS Settings...
i Default
= Timing L4 All
fuf Chart b 2 Tracking with Source

& List Context Tracking System

Task Switches and Services
Default and Tasks

Bu:Trace.List List. TASK DEFault o & |ms
Bsetup...|[ A Goto... || #iFind... || Adchart || EProfile | EMIPS || % More X Less
record [run |address cycle data symbo] ti.back |
--- ISR2 = NO_ISR --- -
-00000017 | | D:400008D4 wr-word FDFF \\PPC555x_ORTI_OTM_1\Global\osActiveISRID  224.500us E
--- ISR2 = TestTimerl --- =
-00000016 | D:400008D4 wr-word 0000 “\\PPC555x_ORTI_OTM_1'Global‘osActiveISRID 1.243ms
--- ISRZ = NO_ISR --- -
-00000015 | D:400008D4 wr-word FDFF \\PPC555x_ORTI_OTM_1\Global\osActiveISRID 598. 320us
--- ISR2 = osTimerInterrupt ---
-00000014 | D:40000804 wr-word 0001 “\\PPC555%x _ORTI_OTM_1'GlobalosActiveISRID 1.335ms F
--- ISRZ = NO_ISR -—- L&
-00000013 | D:400008D4 wr-word FDFF “\\PPC555x_ORTI_OTM_1'Global‘osActiveISRID 96. 000us -
F] »
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The following two commands perform a statistical analysis of the OSEK interrupt service routines:

Cov  MPCSXXX Vector ORTL
& Perf Configuration... '
£ Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Runtime

Task Services

Task Function Runtime

Task ISR2s i

3

3

Prepare

Task Status #u] Show as Timing
#u] Tracking with Trace List
Reset L
= | B:Trace STATistic. TASKINTR == ]
(& setup.... || iiGroups... || 52 Config...| = |Detailed|| fE{Nesting || Av{chart || EHProfile |
intrs: 4. total: 1.954s
range [total n max avr count ratio¥% [1% 2
Cunknown) 0.000us 0.000us - 0.000us . 0.000% -
osTimerInterrupt | 75.453ms | 95.820us | 225.500us | 128. 540us 587. 3.861%
NO_ISR 1.575s 94.820us 3.342ms 1.486ms 1060. 80, 021% |me—
TestTimerl | 303.201ms | 389.640us | 861.460us | 639.664us 474, 15.517% |we—
4 [ | +
Cov MPC5XXX Vector ORTL:
& Perf Configuration...
E| Perf List
E| Perf List Dynamic
Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Task Services L4
Task Function Runtime L4 Show Numerical
| ¥ Tracking with Trace List
Reset b
#| B:Trace. CHART.TASKINTR ===
(& setup... || 52 Config...|[ ¥ Goto... || #3Find... || Adchart || 4»1n |[p4Out|[MMFull]
-1.850s -1.845s -1.840s
I I I I
| B
LI ] I I D |
| |
™|

Trace.STATistic.TASKINTR
Trace.Chart. TASKINTR

Statistic on interrupt service routines

Time chart on interrupt service routines
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Task-related OSEK ISR2s

OSEK interrupt service routines that occur in multiple tasks can be displayed per task, if the following

information is available:

o Task switch information

o ISR2 start and NO_ISR information

Example:

1. Advise the NEXUS hardware module to generate only trace information

- on task switches

- on the start of an interrupt service routine as well as on the information NO_ISR

6 BBreak Set [E=H =R E55
address [ expression
TASK.CONFIG(magic) - CIHLL
type options implementation
) Program [[1 Exclude [C1Temporary
) ReadWrite [T NOMARK [[D1Sable action
) Read [T p1SableHIT TraceEnable ~
@ Write DATA
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
6 BBreak Set [E=H =R )
address / expression ——————————————————————— .
TASK.CONFIG(magic_isr2) - [T HLL
- type ————— COPHDAS - implementation
) Program [T Exclude [C1Temporary
) Readwrite [CInoMARK [“Ip1sable action ————
) Read ["] p1SableHIT TraceEnable ~
o |
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG (magic)

Break.Set TASK.CONFIG (magic_isr2)

/Write /TraceEnable

/Write /TraceEnable

2. Start and stop the program execution to fill the trace buffer.
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3. Display the result.

[Tlace] Perf Cov MPCSXXX W

& Configuration...
B CTS Settings...

MNEXUS Settings...

Default
= Timing L4 All
fuf Chart b 2 Tracking with Source
| List Context Tracking Syst

ESavetrace data ... & List Con S
E Load reference data ... Task Switches and Services

Reset

| BiiTrace.List List. TASK DEFault
[WSetup...] I} Goto... ][ FiFind... ][ fu Chart ]!Pmﬁl&] HMPS [ + More ][ X Less ]
record run |address lcycle  |data |symbol ti.back [
--- ISRZ = NO_ISR --- -
-00000025 | D:400008D4 wr-word FFFF “\PPC555x_ORTI_OTM_l1'Global‘\osActiveISRID 561.480us g
--- TASK = NO_TASK --- &
-00000024 | | D:400008A0 wr-word FFFF %\PPC555x_ORTI_OTM_1\Global\esCtrivars 554.300us
--- TASK = TaskChaind -—- =
-00000023 | D:400008A0 wr-word 0008 “\PPC555x_ORTI_OTM_1%GloballosCtrivars 111.180us
--- TASK = NO_TASK ---
-00000022 | D:400008A0 wr-word FFFF “\PPC555x_ORTI_OTM_l%Global‘\osCtrivars 680.460us
--- TASK = TaskChain4 --—-
-00000021 | D:400008A0 wr-word 0008 “\PPC555%x_ORTI_OTM_1\Global\osCtrivars 111.320us
--- ISR2 = osTimerInterrupt --—-
-00000020 | D:400008D4 wr-word 0001 “\PPC555x_ORTI_OTM_1%GloballosActiveISRID 233.660us
--- ISR2 = NO_ISR --- [
-00000019 | D:400008D4 wr-word FFFF “\PPC555x_ORTI_OTM_l1'Global‘\osActiveISRID 96.160us -
<4 +
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The following command allows to perform a statistical analysis of the OSEK interrupt service routines related
to the active tasks.

Trace.STATistic. TASKVSINTR Task-related statistic on interrupt service routines
Trace.Chart.TASKVSINTR Time-chart on task related interrupt service routines
= B:Trace STATistic. TASKVSINTR =N EoR(=<"
B setup....|| i Groups... || B2 Config... || EDetailed)[ E]Nesting || Adchart | ElProfile |
intrs: 29. total: 1.940s
range [total min max avr count ratio¥% [1% 2% |
(unknown) 0.000us 0.000us - 0.000us 1. 0.000% -
TestTimerl 616.800us | 616.800us | 616.800us | 616.800us 1. 0.031% +
NO_ISR 932.800us | 198.320us | 734.480us | 932.800us 1. 0.048% «
osTimerInterrupt 95.980us | 95.980us | 95.980us | 95.980us 1. 0.004% ¢
NO_TSR! 99. 336ms 75.000us | 114.480us | 108. 801us 913. 5.120% | ee—
NO_ISR 393.778ms | 94.980us 1.340ms | 748.628us 526. 20.300%
TestTimerl 73.057ms | 393.980us | 830.460us | 603.780us 121. 3. 766% | —
. NO_ISR 274.230ms 94.820us | 781.140us | 497.695us 551. 14.137% | ee—
osTimer Interrupt 11.723ms | 95.980us | 96.320us | 96.087us 122, 0. 604% |«
NO_ISR 670.648ms | 94.820us 3.238ms 1.040ms 045, 34. 57 3% | e—
. TestTimerl 141.549ms | 402.660us | 860.960us | 711.300us 199. T 297% | ee—
osTimer Interrupt 45.908ms | 95.820us | 348.480us | 162.21%us 283, 2.366%
. NO_ISR 79.392ms | 159.480us | 544.820us | 441.066us 180. 4. 092% | e—
osTimer Interrupt 11.241ms 95. 980us 96. 320us 96.074us 117. 0.579%
NO_ISR 24.776ms | 153.320us | 698, 800us | 527.146us 47, 1. 277% | 5
1B I o 3
| B:Trace. Chart. TASKVSINTR =l -E ]
(& setup... || 32 Config...|[ 13 Goto... || FiFind... || Adchart || 4»1n |[p4out|[MMFull]
-2.800s -2.795s -2.790s
rangeux L | | 0 |
NO_ISR 1K . . . . . . . . . . . . LI -
osTimerInterrupt M ) ) ) ) ) ) ) ) ) ) ) ) ) ) )
NO_ISR 1K . 1 B B B | B . . . . . N I |
TestTimerl 1K . | . . | . . . . . . . . . |
osTimerInterrupt s _ | _ A
NO_ISR (m— . -— F |
osTimerInterrupt s ) o ) | ) |
TestTimerl s - ) ) | )
NO_ISR ¥ _ . . NN IEm
osTimerInterrupt s ) ) ) ) ) 1
TestTimerl 1K . . . . L ) ) ) ) ) ) .
NO_ISR 4 . . . ) ) . I I
TestTimerl 1K . . . . . . . . . . . . . .
osTimerInterrupt K ) ) ) ) ) ) ) ) 1 ) ) I ) i
PLITIELSS 1 e :

:Trace List List. TASK DEFault = =R
[WSetup.--][ 3 Goto... ][ $3Find... ][ | Chart ][_!Pmﬂ\e] HMPS & More X less

d |run |address cycle |data symbol ti.back |

--- ISRZ = TestTimerl -—-—

-00003975 | D:400008D4 wr-word 0000 “\PPC555x_ORTI_OTM_1\Global%osActiveISRID
--- ISR2 = NO_ISR ---

-00003973 | | D:400008D4 wr-word FFFF “\PPC555x_ORTI_OTM_1\Global‘osActiveISRID 616, 800us
--— ISRZ = osTimerInterrupt --—-

-00003972 | D:400008D4 wr-ward 0001 “\PPC555x_ORTI_OTM_1'Global‘osActiveISRID 734.480us
--- ISRZ = NO_ISR ---

-00003971 | D:400008D4 wr-word FFFF “Y\PPC555x_ORTI_OTM_1\Global%osActiveISRID 95. 980us
--- TASK = NO_TASK ---

-00003970| | D:400008A0 wr-word FFFF “\PPC555x_ORTI_OTM_1%GlobaliosCtrivars 198.320us -

Pl »
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Exporting Task Switches and all Instructions (Write Access)

General setup:

Break.Set TASK.CONFIG(magic) /Write /TraceData
; advise TRACE32 to regard the time between interrupt entry

; and exit as function
Trace.STATistic.InterruptIsFunction ON

Statistic Analysis of Interrupts

I Trace.Chart.INTERRUPT Interrupt time chart
% B:Trace.Chart INTERRUPT =il
|WSetup... ||iiGroups... || HH Conﬁg...“ 3 Goto... || F3Find... || 4k In || &) Out|||0|FuII|
-10.500ms -10.000ms -9.500ms
(rone) o —— S N
—+ VTABLE+Ox40 M . ) . | . 1 .
4w v 4 T v
I Trace.STATistic.INTERRUPT Interrupt statistic

F | BuTrace STATisticINTERRUPT o ==
(& setup... || jifGroups... || 2 Config...| =|Detailed|| {EiNesting || vichart || B Profile |
funcs: 2. total: 22.625ms dntr:  2.460ms
range [total min max avr count intern® [1% 2% '
(none) 20.164ms - 20.164ms - - 80, 175% | ee——
—+ VTABLE+0x40 2.250ms 11.250us 71.005us 41.006us 60. 10. 874% |e————
Fl 1 F
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Statistic Analysis of Interrupts and Tasks

I Trace.Chart. TASKORINTERRUPT

Time chart of interrupts and tasks

#| B:Trace.Chart. TASKORINTERRUPT /Sort s¥mbol ===
| & setup... || §ii Groups... || HH Conﬁg...“ 11 Goto... || F3Find... || @ |[re 0ut|||0|FuII|
.500ms -10.000ms -9.500ms -9.000ms -8.500ms -8.000ms -7.500ms|
range iy, 1 1 1 1 1 1 I
Gunknown)wel — S .
TASKOwy ~®W . S .
TASK1qy ml ... . mu S I
TASK2 G/l L. N - . IS . A
TASK3 | | . HE ..
TASK4y =~ e = @@ - . N
VTABLE+Ox40%] =  I®W W - . [ ] -
4 (| » 4 m 3

I Trace.STATistic. TASKORINTERRUPT

Statistic of interrupts and tasks

= | B:Trace STATistic. TASKORINTERRUPT /Sort sYmbal |-
(& setup.... || iiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EHlProfile |
tasks: 7. total: 22.621ms
range [total min max avr count ratio¥ [1% 2% i
Cunknown) 9.705ms 9.705ms 9.705ms 9.705ms . -
TASKO 1.319ms | 124.005us | 129.005us | 119. 882us 11. 5.829% |—
TASKL 1.228ms | 121.505us | 124.255us | 122. 806us 10. 5.425% |—
TASK2 3.606ms 1.746us | 278.010us | 120.187us 30. 15. 938% |m——
TASK3 2.227ms 61.500us 82.005us 74.243us 30. 9. 8455 |e——
TASK4 2.110ms 80.405us | 130.755us | 105.510us 20. 9. 328% |e—
—VTABLE+0x40 2.426ms 11.000us 66.605us | 40.436us 60. 10, 725% | ee—
4 1 3
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Statistic Analysis of Interrupts in Tasks

I Trace.Chart. TASKVSINTERRUPT

Time chart interrupts, task-related

= B:Trace.Chart, TASKVSINTERRUPT /Sort s¥mbol

(& setup... | i Groups... | 38 Config...]| (¥ Goto... || FiFind... || 4p1n | »4out | WM Full|

range

. 400ms

-10.200ms
1

-10.000ms

(none)
(none)
(none)
(none)
(none)
(none)

VTABLE+0x40
VTABLE+0x40
VTABLE+0x40

i1l

4
4
4
4
4
4
4
4
4

¥

M

K ) .
I

v
¥
B
¥

J < [m]

b

l

I Trace.STATistic. TASKVSINTERRUPT

Statistic of interrupts, task-related

£ | B:Trace.STATstic. TASKVSINTERRUPT /Sort s¥mbol o] ==
([ & setup... || iiiGroups... | 88 Config...|| E|Detailed|| Einesting || fchart || ElProfile |
| funcs: 9. total: 22.621ms
range [total min max avr count intern¥ 1%
(none) 0.000us - - 0.000us 0.(1/0) - + n
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
(none) 0.000us - - 0.000us 0.(1/0) 0.000%
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
(none) 0.000us - - 0.000us 0.(1/0) | 0.000%
—+ VTABLE+0x40 792.800us 13.250us 67.005us 39. 640us 20. 3. 504% | m—
—+ VTABLE+0x40 779.805us 11.500us 66.755us 38.99%0us 20. 3. 447% —
—+ VTABLE+0x40 678.035us 20.750us 70.750us | 44.465us 20. 3.931% |m—
4 m
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Belated Trace Analysis (OS)

The TRACERS2 Instruction Set Simulator can be used for a belated OS-aware trace evaluation. To set up the
TRACE32 Instruction Set Simulator for belated OS-aware trace evaluation proceed as follows:

1. Save the trace information for the belated evaluation to a file.

Trace.SAVE belated_ orti.ad

2. Set up the TRACE32 Instruction Set Simulator for a belated OS-aware trace evaluation (here

OSEK on a MPC5553):

SYStem.CPU MPC5553

SYStem.Up

Trace.LOAD belated_orti.ad

Data.Load.ELF my_app.out /NoCODE /GHS

TASK.ORTI my_orti.ort

Trace.List List.TASK DEFault

select the target CPU

establish the
communication between
TRACE32 and the TRACE32
Instruction Set
Simulator

load the trace file

load the symbol and
debug information

load the ORTI file

display the trace
listing
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OS-Aware Tracing - SMP Systems

Exporting all Types of Task Information (OTM)

Ownership Trace Messages are generated when the OS updates
. the 8-bit Process ID register (PIDO) - IEEE-ISTO 5001-2003 compliant NEXUS module

J NEXUS PID Register (NPIDR) - IEEE-ISTO 5001-2008 compliant NEXUS module and subsequent
standards

PIDO respectively NPIDR is updated on

o task switches
o entries and exits to OSEK service routines
. start of OSEK interrupt service routines and start of NO_ISR code

The ORTI standard support task-aware tracing via OTMs since October/2010.

If you are using a IEEE-ISTO 5001-2003 compliant NEXUS Class 2 module and your task ID is longer the
8-bit, the PIDO register has to be updated in several steps. This requires special support from your OSEK
system. If your OSEK system does not provide this special support, Lauterbach can provide you patch
information. Please contact support@lauterbach.com for details.

The generation of Ownership Trace Messages has to be enabled within TRACES32.

NEXUS.OTM ON ; enable the generation of Ownership Trace
; Messages
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Example:

1. Advise the NEXUS ha
NEXUS.BTM OFF
NEXUS.OTM ON

2.

3. Display the result.
Trace | Probe Perf Cov eCos
WConfiguration_

| & CTS Settings...
ETM Settings...
Trigger Dialeg...
2
2
= Timing L4
fuf Chart 4

g Save trace data ...
E Load reference data ...

Reset

rdware module to generate only Ownership Trace Messages.
disable the Branch Trace
messaging

enable the Ownership Trace
Messages

Start and stop the program execution to fill the trace buffer.

Default
All
& Tracking with Source

-
& List Context Tracking System

Task Switches

Default and Tasks

£ BuTraceList List. TASK DEFault o3|
(& setup... | 13 Goto... || #Find... || Adchart || EProfile || BMMPS || #More || Xless |
record run |address cycle |data symbol ti.back |
-0000006824 | O] service 000000D8 6.780us
--- SERVICE = 0S5Serviceld_Start0s entry ---
-0000006822 | 0] service 00000003 5.425us
--- ISR2 = NO_ISR ---
-0000006820 | O] intr 00000005 2.044ms
task: TASKRCV1 (00000001) |
-0000006817 | O] owner 00000001 365.180us
--- SERVICE = 0SServiceId_StartOS exit ---
-0000006815 | 0] service 00000002 6.535us
--- SERVICE = 05Serviceld_PreTaskHook entry --—-
-0000006813 | 0] service O00000B3 2.340us
--- SERVICE = OSServiceId_PreTaskHook exit ---
-0000006811 | O] service 000000B2 3.080us -
4 2

cycle types

owner Ownership trace message for task switches

service Ownership trace message for entries and exits to OSEK
service routines

intr Ownership trace message for start of OSEK interrupt

service routine and start of NO_ISR code
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TRACE32 allows to search for all available cycle types e.g. owner:

=]
(Brone | Biuws || Swore | Tiow
record leycle  |data |symbaol [t1.back Ly
-0000006828 | O service 000000D6 1.725us |
--— SERVICE = 0x000000D8 entry ---
-0000006826 | 0 service 00000009 | #3TraceFind = |2 )
--- SERVICE = 0x000000D8 exit ---
-0000006824 | O serlv‘ics 000000D8 ) Expert @ Cycle ) Group (0) Changes Ciup
--- SERVICE = 0SServiceld_Start0S er & i @
-0000006822 | 0 service 00000003 Osignal @ Down
--— ISRZ = NO_ISR ——- — address [ expression
-0000006820 | O intr 00000005
task: TASKRCVL (00000001 v mLIE
-0000006817 | O owner 00000001
--- SERVICE = 05Serviceld_Start05s ey
-0000006815 | 0 service 00000002 [~ Cycle Data
--- SERVICE = 055erviceld_PreTaskHoq -
-0000006813 | O service 000000B3 OWNER ’7 :]
--- SERVICE = 05Serviceld_PreTaskHog
-0000006811 | O serlv‘il:e 00000082
--- SERVICE = Osserviceld DisableAll [Find Next| [Find First) [Find Here| [ Find All | [ Clear | [ Cancel |
4
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Statistic Analysis of Task Switches

The following commands perform a statistical analysis of the task switches:

Cov MPCSXXX Vector ORTL
& Perf Configuration...

E Perf List
E| Perf List Dynamic
Function Runtime

Distribution
Duration Ato B

Distance trace records

Task Services
Task ISR2s

Task Function Runtime

Task Status

Reset

e
A

Prepare

Show Numerical

Show as Timing

Tracking with Trace List

= | B:Trace STATistic. TASK = = ===
(& setup.... || iiGroups... || 2 Config...| = |Detailed|| jE{Nesting || Avchart || ElProfile |
tasks: 10. total: 7.062s
range [total min max avr ratio¥% [1% 2% i
{unknown) 32.946ms 32.946ms 32.946ms 32.946ms 0. 0.466% [+ -
TASKRCVL 114.392ms | 257.035us | 591.755us | 272.362us 420. 1.619% |s—
NO_TASKO 6.877s 117.565us | 236.532ms 10.174ms 676. 97. 379% |ee—
TASKRCV2 32.980ms | 139.730us | 139.770us | 139.748us 236. 0.466% [+
TASKSTOP 4.782ms | 214.380us | 263.795us | 239.081us 20. 0.067% [+
(unknown) 33.434ms 33.434ms 33.434ms 33.434ms 0. 0.473% |+
TASKSNDL 84.235ms | 209.985us | 220.475us | 210.587us 400. 1.192% |mem
NO_TASK1 6.806s 1.184ms | 237.175ms 5.671ms 1200. 96. 362% |e———
TASKSND2 76.925ms 85.335us | 266.645us | 192.313us 400. 1.089% |m
TASKCNT 62.284ms | 145.030us | 457.955us | 155.709us 400. 0.881% |+ -
¢ 1 3

| Trace.STATistic.TASK [/SplitCORE]

Task runtime statistic, result per core

= | B:Trace STATistic. TASK /MergeCORE = = ===
(& setup... || iiiGroups... || 2 Config...| = |Detailed|| jE{Nesting || Avchart || EHProfile |
tasks: 10. total: 7.062s
range [total min max avr ratio¥% [1% 2% i
Tunknown) 32.946ms 32.946ms 32.946ms 32.946ms 0. 0.233% [+ ,
(unknown) : 1 33.434ms 33.434ms 33.434ms 33.434ms 0. 0.236% |+
TASKRCVL | 114.392ms | 257.035us | 591.755us | 272.362us 420. 0.809% |+
TASKSNDL 84.235ms | 209.985us | 220.475us | 210.587us 400. 0.596% |+
NO_TASKO 6.877s 117.565us | 236.532ms 10.174ms 676. 48, 689% |m————
NO_TASK1 6.806s 1.184ms | 237.175ms 5.671ms 1200. 48.181%
TASKSND2 76.925ms 85.335us | 266.645us | 192.313us 400. 0. 544% |+
TASKRCV2 32.980ms | 139.730us | 139.770us | 139.748us 236. 0.233% [+
TASKCNT | 62.284ms | 145.030us | 457.955us | 155.709us 400. 0.440% [+
__________ TASKSTOP |  4.782ms | 214.380us | 263.795us | 239.081us 20. 0.033% |¢ -
4 | i +

I Trace.STATistic.TASK /MergeCORE

Task runtime statistic, results of all cores merged

TRACERS2 assigns all trace information generated before the first task information to the (unknown) tasks.
The (unknown) tasks are always displayed per core.
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The following commands display a time-chart of the task run-times:

Cov  MPCSXXX  Vector ORTL
| & Perf Configuration...
| & Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Services L4 E Show Numerical

Task ISR2s L4 Show as Timing

Task Function Runtime * | iy Tracking with Trace List
Task Status L4

Reset

¥yl B::Trace.Chart. TASK oo =

[WSetup...]@iGroups... || =& config...][ 1Y Goto... || #iFind... [ 4»n |[ p4out|MMFull]
s -5.955s -5.950s -5.945s -5.940s -5.9355 -5.930s

range <j| 1 1 1 1 1 1 I
(Onknowm)EORH o

ASKRQUABMIG ol
NO_TASKD : O 4| MU N NS I I S S S E—
UASKRGUPRM] e s e s e e
TASKSTOP : Ol

ol - L et e e e e
vean Gt eee S e e
NO_TASK : | 4| S NN IS NN I IO [N S IO Y SO (NN S N S

ASKSNDZRRR -l - B B e e ] )
TASKCNT:1jH ® . . . . L R B e e RNt e B -
4 |0 4 ! F
I Trace.Chart.TASK [/SplitCORE] Task runtime time chart, result per core
#| B:Trace.Chart. TASK /MergeCORE o 2=
(& setup... || i Groups... | 38 Config...][ 13 Goto... || #4Find... |[ 4»1n || p4out)[MMFull]
-5.948s -5.947s -5.946s -5.945s -5.944s -5.943s
range 4y
T L E—— S S S S S N
@oknownIB8E o sl e e e e e
TASKRCVIWM -
TASKSNDL & ]

NO_TASKO 4 I I

NO_TASKL I I B

TASKSND2@| -
TASKRCV2@| m
TASKCNTG| =
TASKSTOPW| %
O B ¢
I Trace.Chart.TASK /MergeCORE Task runtime time chart, results of all cores merged
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Statistic Analysis of OSEK Service Routines

The following commands perform a statistical analysis of the OSEK service routines:

Cov  MPCSXXX Vector ORTL
| & Pert Configuration...
| E Perf List

E| Perf List Dynamic

Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Task ISR2s 4 Show Mumerical k
Task Function Runtime * | ¥l Show as Timing . . .
Tock Status b | il Tracking with Trace Lis (unknown) represent_s the time in whlc_:h the _
processor/core is not in an OSEK service routine
Reset [
£ | B:Trace STATistic. TASKSRY =0 EER =T
(& setup... || i Groups... | 22 Config...| =[Detalled|| Elnesting || Adchart || EProfile |
srvs: 26. total: 4.071s
range [total min max avr count ratio¥ [1% 2%
(unknown) 4,005s E 4, 0055 4,005s 0. 98.377% 7
05Serviceld_PreTaskHook 1.698ms 3. 350us 4.645us 4.191us 405. 0.041% |+
05Serviceld_GetEvent 3.137ms | 11.340us | 12.505us | 12.447us 252. 0.077% |+
05ServiceId DisableallInterrupts 124. 240us 5.025us 5.415us 5.177us 24, 0.003% |+
05ServiceIld_EnableAllInterrupts 110.575us 4. 380us 5.030us 4.607us 24, 0.002% |+
0SServiceld_SetRelAlarm 9.736ms | 32.345us | 127.740us | 36.880us 264. 0.239% |+
0sserviceId_startScheduleTableRel 2.795ms | 232.880us | 232.920us | 232.898us 12 0.068% |«
0SServiceld_ClearEvent 2.198ms 8.630us 9.410us §.723us 252. 0.053% |+
0SServiceld_WaitEvent 12.579ms | 49.615us | 54.780us | 49.91%us 257, 0.290% |+
0SServiceld_PostTaskHook 1.255ms 2.960us 3.480us 3.098us 405. 0.030% |«
0sserviceId Cancelalarm 6.402ms | 26.545us | 26.685us | 26.674us 240, 0.157% |+
05ServiceId_GetResource 5. 688ms 22.035us 24.105us 22.804us 381. 0.213% |+
0SServiceld_ReleaseResource 10.158ms | 26.160us | 27.590us | 26.661us 381. 0.249% |«
0SServiceld TerminateTask 6.433ms | 41.755us | 45.245us | 42.043us 153. 0.146% |«
05SServiceld_StopScheduleTable 1.885ms | 132.620us | 181.620us | 157.113us 12. 0.046% |+
0SServiceld_GetCounter2Info 54.135us | 18.045us | 18.045us | 18.045us 3. 0.001% |+
0SServiceld_startScheduleTableAsync 48.330us | 16.110us | 16.110us | 16.110us 3. 0.001% |«
{unknown) 3.992s - 3.992s 3.992s 0. 98, 07 0% | m—
05ServiceIld_PreTaskHook 3.345ms 4.635us 5.030us 4. 646us 720. 0.082% |+
0SServiceId_TerminateTask 55.611ms | 74.745us | 81.470us | 77.238us 720. 1.282% |memm
0SServiceld PostTaskHook 3.415ms 4.635us 4.900us 4.743us 720. 0.083% |«
0SServiceld_GetCountervalue 6.724ms | 47.680us | 47.700us | 47.691us 141. 0.150% |+
0SServiceIld_ErrorHook 617.895us 4.380us 4.385us 4.382us 141. 0.015% |+
0sserviceId_IncrementCounter 11.648ms | 43.820us | 127.745us | 48.531us 240. 0.286% |+
0sserviceld GetCounter2Info 186.240us | 30.800us | 31.320us | 31.040us 6. 0.004% |«
OsServiceld_StartscheduleTableasync 1 |~ 1.042ms | 173605us | 173.745us | 173.695us| 6. 0.025% l¢ -
J ] m b

I Trace.STATistic. TASKSRYV [/SplitCORE] Statistic on service routines, result per core
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Cov  MPCSXXX Vector ORTL
| & Perf Configuration...
| & Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Runtime L4
3

Task I5R2s *| = Show Numerical
Task Function Runtime L4 Show as Timing
Task Status ¥ | iy Tracking with Trace List k

Reset l

el BuTrace.Chart. TASKSRV oo ==
(& setup... || 32 Config...|[ 13 Goto... || #iFind... || Adchart || 4»1n |[p4out|[MMFull]

-3.280000000s -3.27
range 4
Cunknown) : 04y - .
055Serviceld_PreTaskHook : 0y ; 1
0SServiceld_GetEvent : W
055erviceld_DisableAllInterrupts: Oy
055erviceId_EnableAllInterrupts: OqM
0SServiceId_SetRelAlarm: (4
0SServiceId_StartScheduleTableRel: (4
0SServiceId_ClearEvent : (&
055erviceIld_WaitEvent : (4 : : ;
055erviceld_PostTaskHook : 04 : ; | B
055ServiceId_CancelAlarm: 0y ; :
05Serviceld_GetResource: [y : ]
05Serviceld_ReleaseResource: (4 ; ; ] ;
055Serviceld_TerminateTask: 04y ; ; -

055erviceld_StopScheduleTable: Ohy
055erviceld_GetCounter2Info: (4
055erviceld_StartScheduleTableAsync: Oy ; ; : :
Cunknown) - 1 4| I
05Serviceld_PreTaskHook: 1y ; :
055erviceld_TerminateTask: 14y ; & ]
05Serviceld_PostTaskHook : 1 4 : [
055erviceld_GetCounterValue: 1 i
055erviceIld_ErrorHook: 1 4
055erviceld_IncrementCounter : 1y
055erviceld_GetCounter2Info: 1 i } ; : :
055erviceld_StartScheduleTableAsync: 1y -

J <mr < 7 3 ,

I Trace.Chart. TASKSRYV [/SplitCORE] Time chart on service routines, result per core
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Statistic Analysis of OSEK ISR2s

The following commands perform a statistical analysis of the OSEK interrupt service routines:

Cov  MPCSXXX Vector ORTL

| & Perf Configuration...
| B Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Runtime

Task Services

Task I5R25

Task Function Runtime
Task Status

Reset

* v v v

- -

-

Prepare

L4 Show Mumerical
. s

#u] Show as Timing
#u] Tracking with Trace List

<

= | B:Trace STATistic. TASKINTR = & ==
[WSetup...]@iGroups... (== Conﬁg...][EDetaiIed]uEﬂNesting || mdchart || EProfile |
intrs: 8. total: 28.338s
range [total min max avr count ratio¥% [1% 2% 5%
(unknown) 1.061ms 1.061ms 1.061ms 1.061ms E 0.003% [«
SYSTEM_TIMER 426.352ms 28.990us 45. 505us 29.091us 14656. 1. 504% |s—
NO_ISR 27.800s 207.755us 1.905ms 1.609ms 17282. 98.103%
OS_TIMER 110.128ms 40. 335us 42.930us 41.921us 2627. 0.388% |+
(unknown) 0.000us 0.000us - 0.000us 1 b 0.000%
SECOND_TIMER 511.482ms | 107.345us | 109.580us | 108.136us 4730. 1. 804% |s—
NO_ISR 27.799s 58.890us | 236.685ms 5.593ms 4970. 98.099%
SECOND_TEST 27.202ms 76.945us | 180.345us | 112.871us 241. 0.095% |+

I Trace.STATistic. TASKINTR [/SplitCORE] Statistic on interrupt service routines, result per core

TRACERS2 assigns all trace information generated before the first intr information to (unknown).
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Cov MPC5XXX Vector ORTL:

| & Perf Configuration...
| B Perf List
E| Perf List Dynamic
Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Task Services L4
Task Function Runtime L4 E Show Numerical
#u] Tracking with Trace List k

Reset

]

#u] B:Trace.Chart. TASKINTR

[E=N NCh/

(& setup... || 32 Config...|[ 13 Goto... || F3Find... || Adchart || 4»1n |[p4Out|[MMFull]

-8.377000000=

rangedy
NO_TSR - < I I -
SYSTEM_TIMER: Oy 3 | : : : ; : :
O5_TIMER: 0Ky g : _ : | i
(unknown) :ORY : 5 ; : : : ; )
NO_ISR: 1 4 . | |
SECOND_TIMER : 1 Ky ; : : 3 ; - : g
SECOND_TEST : 1 4¥ : 3 : : | B
(unknown) : 1 &y g >
| T B . ] P 3
I Trace.Chart.TASKINTR [/SplitCORE] Time chart on interrupt service routines, result per core
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Statistic Analysis of Task-related OSEK ISR2s

The following commands allow to perform a statistical analysis of the OSEK interrupt service routines related
to the active tasks.

Trace.STATistic. TASKVSINTR [/SplitCORE] Task-related statistic on interrupt service
routines, result per core

Trace.Chart.TASKVSINTR [/SplitCORE] Time-chart for task related interrupt service
routines, result per core

= | B:Trace STATistic. TASKVSINTR =& ==
(& setup.... || ii Groups... || 52 Config...| = |Detailed|| fE{Nesting || Av{chart || EHProfile |
intrs: 20. total: 28.338s
range [total min max avr count ratio¥% [1% 2%
(unknown) 1.061ms 1.061ms 1.061ms 1.061ms 1 0.003% [«
SYSTEM_TIMER 29.000us 29.000us 29.000us 29.000us 1 <0.001% |+
NO_ISR 639.295us 27.970us | 611.325us | 639.295us 1 0.002% |+
OS_TIMER 42.790us 42.790us 42.790us 42.790us 1. <0.001% |+
NO_ISR 458.241ms | 256.975us | 591.815us | 272.277us 1683. 1.617% |we—
NO_ISR 27.190s 24.615us 1.905ms 1.360ms 19988. 95.950% |———————
SYSTEM_TIMER 426.323ms 28.990us 45.505us 29.091us 14655. 1. 504% |s—
OS_TIMER 110. 085ms 40. 335us 42.930us 41.921us 2626. 0.388% |+
NO_ISR 131.754ms | 139.690us | 139.740us | 139.718us 943, 0.464% |+
NO_ISR 19.386ms | 214.320us | 263.735us | 239.332us 81. 0.068% |+
(unknown) 0.000us 0.000us - 0.000us 1 0.000%
SECOND_TIMER 107.620us | 107.620us | 107.620us | 107.620us 1. <0.001% |+
NO_ISR 47.300us 47.300us 47.300us 47.300us 0. <0.001% |+
NO_ISR 246.488ms | 103.235us | 273.015us | 149.932us 1644. 0.869% |+
NO_ISR 26.907s 47.295us | 236.591ms 2.763ms 9740. 94.952% |e————————
SECOND_TIMER: 511.375ms | 107.345us | 109.580us | 108.136us 4729. 1. 804% |s———
NO_ISR 337.522ms | 209.930us | 220.435us | 210.556us 1603. 1.191% (wem
NO_ISR 307.721ms 85.315us | 266.590us | 191.966us 1603. 1.085% =
SECOND_TEST! 23.938ms 76.945us | 180.345us | 119.097us 201. 0.084% |+
SECOND_TEST! J 3.263ms 81.580us 81.600us 81.587us 40. 0.011% |+ v
Fl 10 F
#u| B:Trace. Chart. TASKVSINTR o @ ==
(& setup... || 32 Config...|[ 13 Goto... || FiFind... || Adchart || 4»1n |[p4Out|[MMFull]
1.709s -21.708s -21.707s -21.706s -21.705s
range ), | | | | | {
(unknown) B
SYSTEM_TIMER e
NO_ISR ) i e e e e e
05_TIMER ) o i e e e
NO_TSR o o I e R e G
NO_ISR ¥
SYSTEM_TIMER ¥ | PR
05_TIMER i\ PRt B e ey |
NO_TSR o o e e e e Il e e
NO_TSR o s e e e D
(unknown) B oo i e S s
SECOND_TIMER | B e e e e e e N e e
NO_ISR (| R e S e e e R e
NO_ISR B e R T
NO_ISR |
SECOND_TIMER! I
NO_TSR B I e
NO_ISR LB e e e e oS
SECOND_TEST | B e e e e e e D
SECOND_TEST ¥ -
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intr information that was generated before the first task information is assigned to the @(unknown) task.

B::Trace.List List. TASK DEFault [ |[-E ]
(& setup... [ 13 Goto... || F3Find... || fwichart || EProfile | EEMIPS || % More || Xless |
record run |address cycle |data symbol ti.back i
-0000294748 |1 intr 00000002 2
-0000294746 |1 intr 00000005 107.620us |
task: TASKCNT (00000004)
-0000294744 |1 owner 00000004 47.300us
-0000294742 |1 service O00000B3 11.080us
-0000294740 |1 service 000000B2 4.645us
-0000294738 |1 service 00000093 15.205us
-0000294736 |1 service 00000092 44.340us
-0000294734 |1 service 00000023 15.205us
-0000294732 |1 service O00000BS 28.230us
-0000294730 |1 service 000000B4 4.635us
task: NO_TASKL (00000007)
-0000294728 |1 owner 00000007 22.300us
-0000294726 |1 service 00000022 19.720us
-0000294723 |0 intr 00000001
-0000294721 |0 intr 00000005 29.000us
-0000294718 |1 intr 00000002 1.130ms
-0000294716 |1 intr 00000005 109.555us
task: TASKSND1 (00000000)
-0000294714 |1 owner 00000000 47.300us
-0000294712 |1 service O00000B3 11.085us
-0000294710 |1 service 000000B2 4.640us
-0000294708 |0 intr 00000003 611. 325us
-0000294706 |0 intr 00000005 42.790us
-0000294704 |1 service 00000023 136.110us
task: TASKRCV1 (00000001)
—0000294?02J0 | owner 00000001 27.970us =
4 b
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Exporting all Types of Task Information and all Instructions (OTM)

General setup:

NEXUS.BTM ON

NEXUS.OTM ON

Trace.STATistic.InterruptIsFunction ON

Statistic Analysis of Interrupts

enable the Branch Trace
Messages

enable the Ownership Trace
Messages

advise TRACE32 to regard the
time between interrupt entry
and exit as function

Trace.Chart.INTERRUPT [/SplitCORE]

Trace.Chart.INTERRUPT /CORE <n>

Interrupt time chart (default), results split
up per core

Interrupt time chart for specified core

% B:Trace.Chart INTERRUPT |- E =
| & setup... || 1 Groups... || HH Conﬁg...“ I} Goto... || F3Find... || Ak In || &) Out|||0|FuII|
-1.474s -1.472s -1.470s -1.468s -1.4665 -1.
rangefiy|_ 1 1 1 1 L1
= VTABLEZ0x40 0% T Tl o E 1 : 7
(none) : O 4| n— N S S S R
(o) - 1« |

3

Trace.STATistic.INTERRUPT [/SplitCORE]

Trace.STATistic.INTERRUPT /CORE <n>

Interrupt statistic (default), results split up
per core

Interrupt statistic for specified core

F | BuTrace STATisticINTERRUPT = | B |2z
(& setup... || ifGroups... [ 38 Config...|[ = Detailed]&?i Nesting || " chart || EEProfile |
funcs: 3. total: 1.080s intr: 69.340ms
range [total min max avr count intern® [1% 2%
(none) 1.011s - 1.011s - - 46.791%
(none) 1.080s - 1.080s - 50. 000%
—+ VTABLE+0x40 69.124ms 55.600us | 730.970us 99.342us 698. 3.208%
4 L} F

©1989-2024 Lauterbach

Training Nexus Tracing | 235



Statistic Analysis of Interrupts and Tasks

Trace.Chart. TASKORINTERRUPT [/SplitCORE]

Trace.Chart. TASKORINTERRUPT /CORE <n>

Time chart for interrupts and tasks
(default), results split up per core

Time chart for interrupts and tasks for
specified core

“l | | | |

#| B:Trace.Chart. TASKORINTERRUPT /Sort s¥mbol o ==
| & setup... || fiiGroups... || &2 Config...|| I Goto... || #iFind... || 4»In || p4Out|| MMFull|
-1.875s -1.874s -1.873s -1.872s -1.871s -1.870

range
Cunknown) :ORW

NO_TASKO
TASKRCV1
TASKRCV2
TASKSTOP
—VTABLE+0x40
(unknown)

Trace.STATistic. TASKORINTERRUPT [/SplitCORE]

Trace.STATistic. TASKORINTERRUPT /CORE <n>

Statistic for interrupts and tasks (default),
results split up per core

Statistic for interrupts and tasks for
specified core

= | B:Trace STATistic. TASKORINTERRUPT /Sort s¥mbol o &=
(& setup... || iii Groups... || 38 Config...|| = |Detailed uEilNesting | pdchart || EFrofile |
tasks: 7. total: 1.978s
range [total min max avr count ratio¥% [1% i
Tunknown) 5.544ms 5.544ms 5.544ms 5.544ms 0. - + .
NO_TASKO 1.854s 203.605us 1.795ms 1.475ms 1257. 93.759% |mmm—m
TASKRCV1 30.321ms | 234.958us | 434.675us | 250. 584us 121. 1.533% |mmm—
TASKRCV2 9.016ms | 128.725us | 128.900us | 128.797us 70. 0.455% |+
TASKSTOP 1.131ms | 169.810us | 207.215us | 188.511us 6. 0.057% |+
—VTABLE+0x40 77.415ms 55.181us | 307.750us 61.343us 1262. 3. 914% |m—
(unknown) 1.978s - 1.978s 1.978s 0. - +
Fl 1 F
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Statistic Analysis of Interrupts in Tasks

Trace.Chart. TASKVSINTERRUPT [/SplitCORE] Interrupt time chart, task-related (default),
results split up per core

Trace.Chart. TASKVSINTERRUPT /CORE <n> Interrupt time chart task-related, for
specified core

% B:Trace.Chart. TASKVSINTERRUPT /Sort s¥mbol e ==
(& setup.... || fii Groups... || L Conﬁg...” I} Goto... ” F3Find... || Ak In || &) 0ut|||0|FuII|
-1.446s -1.444s= -1.442s -1.440s
rangedy
| (none) e, ——— ————— ——— ————— ——— ]
(none) ¥ : j : 2 2 2 : 3
(none) gt == ! = !
(none) < - - 7 - - - - -
(none) PN
(none) ¥ ) ) | ) )
—+ VTABLE ¥ ) ) i ) ) I
—+ VTABLE . - — - - -
—+ VTABLE ‘ . - - - —
- VTABLE ‘ - - - - - - - -
—+ VTABLE+0x40 L) .| . B e | e i . I 1
— VTABLE+0x40 4 . ) L . . . . . BE
J( mny » »

Trace.STATistic. TASKVSINTERRUPT [/SplitCORE] Interrupt statistic, task-related (default),
results split up per core

Trace.STATistic. TASKVSINTERRUPT /CORE <n> Interrupt statistic, task-related, for
specified core

= | B:Trace STATistic. TASKVSINTERRUPT /Sort s¥mbol =[]
(& setup.... || iiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EHProfile |
funcs: 12. total: 1.787s
range [total min max avr count intern® [1% i
(none) 0.000us - - 0.000us 0.(1/0) - + -
(none) 0.000us - - 0.000us 0.(1/0) - +

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

VTABLE 60.841ms | 234.720us | 775.965us | 318.53%us 191. 1.702% |s—

VTABLE 0.000us - - 0.000us 0. 0.000%

VTABLE 0.000us - - 0.000us 0. 0.000%

VTABLE 0.000us - - 0.000us 0. 0.000%
VTABLE+0x40 53.271ms 55.590us 55.625us 55.607us 958. 1.490% |s—
VTABLE+0x40 432.895us 71.750us 72.260us 72.14%us 6. 0.012% |+

[ O[— e ;
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Exporting Task Information (Write Access)

Task Switches

An SMP operating system has one variable per core that contains the information which task is currently
running. One way to export task switch information is to advise the NEXUS hardware module to generate
trace information when a write access to one of these variables occurs.

The address of these variables is provided by the TRACES32 functions TASK.CONFIG(magic[<core>]).

PRINT TASK.CONFIG (magic[0]) ; print the address of the variable
; that holds the task identifier
; for core 0

PRINT TASK.CONFIG (magicl[l1]) ; print the address of the variable
; that holds the task identifier
; for core 1

PRINT TASK.CONFIG (magic[n]) ; print the address of the variable
; that holds the task identifier
; for core n
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Example: Advise the NEXUS hardware module to generate only trace information on task switches for a

dual-core chip.

1.

2.

Set a Write breakpoint to the address indicated by TASK.CONFIG(magic[0]) and select the trace

action TraceEnable.

a B::Break.5et EI@
address [ expression
TASK.CONFIG(magic[0]) - [CTHLL
type options implementation
) Program [[] Exclude [CITemporary
) ReadWrite [C] NOMARK [T p1Sable action
) Read [T p1SableHIT
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Set a Write breakpoint to the address indicated by TASK.CONFIG(magic[1]) and select the trace

action TraceEnable.

il B::Break Set == =
addreSS;" expression .................. - —
TASK.CONFIG(magic[1]) - [CIHLL

type ............ - UptiUI"IS ................................ .implemenmﬁon

) Program [[ Exclude [CITemporary
) Readwrite [CInoMARK [TIp1sable Sadion
© Read [C] DISableHIT

DATA
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG(magic[0]) /Write /TraceEnable

Break.Set TASK.CONFIG (magic[l]) /Write /TraceEnable

Start and stop the program execution to fill the trace buffer
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4.

Display the result.

[Tlace] Probe Perf Cov

eCos

& Configuration...
B CTS Settings...
ETM Settings...
Trigger Dialeg...
Trigger Definition

= Timing
fuf Chart

Default
L4 All
b & Tracking with Source

g Save trace data ...

E Load reference data ...

& List Context Tracking System

Task Switches

Reset

o= U

B::Trace.List List. TASK DEFault

l==]

(& setup... [ 13 Goto... || F3Find... || fwichart || EProfile | EIMIPS || #More || Xless |

record run |address lcycle  |data |symbol [ti.back Ly
--- TASK = NO_TASK1 --- -
-0000000037 |1 | D:40000A45 wr-byte 07 “\samplel\Global‘\0sOrtiRunning_+0x1  145.660us B
--- TASK = TASKSND1 --- E
-0000000034 |1 | D:40000A45 wr-byte 00 \‘samplel\Global\0sOrtiRunning_+0x1 1.307ms
--- TASK = TASKRCV1 --- -
-0000000032 |0 | D:40000A44 wr-byte 01 “\samplel'Global“\0sOrtiRunning_ 2.704ms
--- TASK = NO_TASK1 ---
-0000000030 |1 | D:40000A45 wr-byte 07 ‘\samplel\Global‘\0sOrtiRunning_+0x1  209.975us
--- TASK = NO_TASKO ---
-0000000028 |0 | D:40000A44 wr-byte 06 “\samplel\Global \0sOrtiRunning_ 258.440us
--- TASK = TASKSND2 ---
-0000000025 |1 | D:40000445 wr-byte 02 ‘\samplelGlobal \0sOrtiRunning_+0x1 2.688ms
--- TASK = NO_TASK1 ---
-0000000023 |1 | D:40000A45 wr-byte 07 “\samplelGlobal“\0sOrtiRunning_+0x1 85.325us =
-—— TASK = TASKCNT --- (a
-0000000020 |1 | D:40000A45 wr-byte 04 ‘\samplelGlobal“\0sOrtiRunning_+0x1 1.365ms -
4
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The following commands perform a statistical analysis of the task switches:

Cov MPCSXXX Vector ORTL
& Perf Configuration...

E| Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Services
Task ISR2s

Task Function Runtime

Task Status

Reset

Prepare

£ Show Mumerical
#uf Show as Timing
#u] Tracking with Trace List

= | B:Trace STATistic. TASK == =]
(& setup... || iiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EProfile |
tasks: 10. total: 4.938s
range [total min max avr count ratio¥% [1% 2% 5% i
(unknown 0.000us 0.000us - 0.000us 0. 0.000% -
TASKRCV1 81.231ms | 257.245us | 591.560us | 273.504us 297. 1.645% |w—
NO_TASKO 4.830s 117.285us | 236.480ms 10.126ms AT 97.817%
TASKRCV2 23.205ms | 139.700us | 139.875us | 139.788us 166. 0.469% |+
TASKSTOP 3.347ms | 214.460us | 263.740us | 239.09%us 14. 0.067% |+
(unknown) 533.680us | 533.680us | 533.680us | 533.680us 0. 0.010% |«
TASKSNDL 59.367ms | 209.940us | 220.430us | 210.523us 282. 1.202% |wm
NO_TASK1 4.780s 1.184ms | 237.130ms 5.650ms 846. 96. 801%
TASKSND2 54.154ms 85.315us | 266.595us | 192.036us 282. 1.096% |m
TASKCNT 43.880ms | 144.995us | 457.855us | 155.604us 282. 0.888% |+ -
¢l T 3

I Trace.STATistic.TASK [/SplitCORE]

Task runtime statistic, result per core

= | B::Trace.STATistic. TASK /MergeCORE
g

(& setup... || iii Groups... || 28 Conﬁg...][EDetaiIed]uEﬂNesting [ mdchart ]@Proﬁle]
tasks: 10. total: 4.938s
range [total min max avr count ratio¥% [1% 2% 5% |
(unknown) : C 0.000us 0.000us - 0.000us 0. 0.000% o
(unknown) :1 | 533.680us | 533.680us | 533.680us | 533.680us 0. 0.005% |+
TASKRCV1 81.231ms | 257.245us | 591.560us | 273.504us 297. 0.822% |+
TASKSNDL 59.367ms | 209.940us | 220.430us | 210.523us 282. 0.601% |+
NO_TASKO 4.830s 117.285us | 236.480ms 10.126ms 477. 48.908%
NO_TASK1 4.780s 1.184ms | 237.130ms 5.650ms 846. 48.400%
TASKSND2 54.154ms 85.315us | 266.595us | 192.036us 282. 0.548% |+
TASKRCV2 23.205ms | 139.700us | 139.875us | 139.788us 166. 0.234% |+
TASKCNT | 43.880ms | 144.995us | 457.855us | 155.604us 282. 0.444% |+
_ TASKSTOP |  3.347ms | 214.460us | 263.740us | 239.099us 14. 0.033% |¢ -
4 (1 | +

I Trace.STATistic.TASK /MergeCORE

Task runtime statistic, results of all cores merged
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The following commands display a time-chart of the task run-times:

Cov  MPCSXXX  Vector ORTL
| & Perf Configuration...
| & Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Services L4 E Show Numerical

Task ISR2s L4 Show as Timing

Task Function Runtime * | iy Tracking with Trace List
Task Status L4

Reset

¥yl B::Trace.Chart. TASK oo =

[WSetup...]@iGroups... || =& config...][ 1Y Goto... || #iFind... [ 4»n |[ p4out|MMFull]
s -5.955s -5.950s -5.945s -5.940s -5.9355 -5.930s

range <j| 1 1 1 1 1 1 I
(Onknowm)EORH o

ASKRQUABMIG ol
NO_TASKD : O 4| MU N NS I I S S S E—
UASKRGUPRM] e s e s e e
TASKSTOP : Ol

ol - L et e e e e
vean Gt eee S e e
NO_TASK : | 4| S NN IS NN I IO [N S IO Y SO (NN S N S

ASKSNDZRRR -l - B B e e ] )
TASKCNT:1jH ® . . . . L R B e e RNt e B -
4 |0 4 ! F
I Trace.Chart.TASK [/SplitCORE] Task runtime time chart, result per core
#| B:Trace.Chart. TASK /MergeCORE o 2=
(& setup... || i Groups... | 38 Config...][ 13 Goto... || #4Find... |[ 4»1n || p4out)[MMFull]
-5.948s -5.947s -5.946s -5.945s -5.944s -5.943s
range 4y
T L E—— S S S S S N
@oknownIB8E o sl e e e e e
TASKRCVIWM -
TASKSNDL & ]

NO_TASKO 4 I I

NO_TASKL I I B

TASKSND2@| -
TASKRCV2@| m
TASKCNTG| =
TASKSTOPW| %
O B ¢
I Trace.Chart.TASK /MergeCORE Task runtime time chart, results of all cores merged
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OSEK Service Routines

The time spent in OSEK service routines can be evaluated.

OSEK writes information on the entries and exits to OSEK service routines to a defined variable per core.
One way to export information on OSEK service routines is to advise the NEXUS hardware module to
generate trace information when a write access to one of these variables occurs.

The address of these variables is provided by the TRACES32 functions
TASK.CONFIG(magic_service[<core>]).

PRINT TASK.CONFIG (magic_servicel[0]) ; print the address of the
; variable that holds the
; service information for core 0

PRINT TASK.CONFIG(magic_servicel[l]) ; print the address of the
; variable that holds the
; service information for core 1

PRINT TASK.CONFIG (magic_servicel[n]) ; print the address of the
; variable that holds the
; service information for core n
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Example: Advise the NEXUS hardware module to generate only trace information for entries and exits to

OSEK service routines for a dual-core chip.

1.
the trace action TraceEnable.
Kl B::Break.Set = ===

address [ expression

TASK.CONFIG(magic_service[]) - [CIHLL

type options implementation

) Program [ EXclude [C1Temporary

©) ReadWrite [T nomARK “| DISable action

() Read [Tl p1sableHIT

© default [ || | [ ¥ advanced |

[ Ok ] [ Add ] [ Delete ] [ Cancel ]

2. Set a Write breakpoint to the address indicated by TASK.CONFIG(magic_service[1]) and select
the trace action TraceEnable.

il B::Break Set = -E [
address [ expression
TASK.CONFIG(magic_service[1]) - [CIHLL
type options implementation
) Program [T Exclude [C1Temporary
©) Readwrite [T nomARK “| DISable action
() Read [Tl p1sableHIT
© default [ || | [ ¥ advanced |
{ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG (magic_service[0])
Break.Set TASK.CONFIG (magic_service[l])
3. Start and stop the program execution to fill the trace buffer

/Write /TraceEnable

/Write /TraceEnable

Set a Write breakpoint to the address indicated by TASK.CONFIG(magic_service[0]) and select
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4. Display the result.

[Tlace] Perf Cov MPCSXXX W

& Configuration...
B CTS Settings...
MNEXUS Settings...
Default
= Timing L4 All
fuf Chart b 2 Tracking with Source

g Save trace data ...

& List Context Tracking System

E Load reference data ... Task Switches and Services

Reset

BuTrace.List List. TASK DEFault

f=la]

& setup... || 11 Goto

... || #3Find... || Avichart | EllProfile || BEMPS || % More || Xless |

record run |address lcycle  |data |symbol |ti.back [

-—— SERVICE = 0S5ServiceId_PostTaskHook entry ——— o

-0000000128 [0 | D:40000A3E wr-byte BS {\samﬂEl\G'\obaﬂ\OsOrtiRunm‘ngSErviceId_ 17.015us =
--— SERVICE = 0SServiceld_PostTaskHook exit --—-

-0000000127 |0 | D:40000A3E wr-byte B4 \\samplel\Global\0sOrtiRunningServiceld_ 3.735us T
--- SERVICE = 055ervicelId_StartScheduleTableAsync exit --- =

-0000000126 1 | D:40000A3F wr-byte D4 ..samplel\Global%0sOrtiRunningServiceId_+0x1 176.465us
--— SERVICE = 0SServiceld_TerminateTask exit --—-

-0000000125 |0 | D:40000A3E wr-byte 22 \\samplel\Global\0sOrtiRunningServiceld_ 22.945us
--- SERVICE = 0SServiceId_TerminateTask entry ---

-0000000124 1 | D:40000A3F wr-byte 23 ..samplel\Global\0sortiRunningServiceId_+0x1 8.250us
-—— SERVICE = 0SSerwviceld_PostTaskHook entry -——

-0000000122 1 | D:40000A3F wr-hyte BS5 ..samplel\Global\0sOrtiRunningServiceId_+0x1  27.070us
--— SERVICE = 0SSerwviceld_PostTaskHook exit --—-

-0000000121 1 | D:40000A3F wr-byte B4 ..samplel\Global\0sOrtiRunningServiceId_+0x1 5.545us
--- SERVICE = 0SServiceIld_TerminateTask exit --- a

-0000000120 1 | D:40000A3F wr-byte 22 ..samplel\Global‘\0sOrtiRunningServiceId_+0x1  40.605us -
4 »
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The following two commands perform a statistical analysis of the OSEK service routines:

Cov  MPCSXXX  Vector ORTL
| & Pert Configuration...
| & Perf List

E| Perf List Dynamic

Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Prepare
Task ISR2s 4 Show Mumerical k
Task Function Runtime * | ¥l Show as Timing . . .
Tock Status b | il Tracking with Trace Lis (unknown) represent_s the time in whlgh the _
processotr/core is not in an OSEK service routine
Reset [
£ | B::Trace STATistic. TASKSRY =8 EcREx")
B setup... | iiGroups... | 3% Config...|| = Detailed | FNesting || Adchart |[ EHProfile |
srvs: 26. total: 4.071s
range [total min max avr count ratio¥ [1% 2%
Cunknown) 4,005 - 4,005s 4, 0055 0. 08, 3775 |m—
0SServiceId_PreTaskHook 1.698ms 3.350us 4.645us 4.191us 405. 0.041% |+
0SServiceld GetEvent 3.137ms | 11.340us | 12.505us | 12.447us 252. 0.077% |+
05ServiceId_DisableAllInterrupts 124, 240us 5.025us 5.415us 5.177us 24, 0.003% |+
05SServiceId_EnableAllInterrupts 110. 575us 4.380us 5.030us 4.607us 24, 0.002% |+
0SServiceld_SetRelAlarm 9.736ms | 32.345us | 127.740us | 36.880us 264. 0.239% |+
0sserviceId_startScheduleTableRel 2.795ms | 232.880us | 232.920us | 232.898us 12 0.068% ¢
0SServiceId_ClearEvent 2.198ms 8.630us 9.410us 8.723us 252 0.053% [+
05Serviceld_WaitEvent 12.579ms | 49.615us | 54.780us | 49.91%s 257, 0.290% |+
05Serviceld_PostTaskHook 1.255ms 2.960us 3.480us 3.098us 405. 0.030% |+
0sserviceld CancelAlarm 6.402ms | 26.545us | 26.685us | 26.674us 240. 0.157% |«
0SServiceld_GetResource 8. 688ms 22.035us 24.105us 22.804us 381. 0.213% |+
0SServiceld ReleaseResource 10.158ms | 26.160us | 27.590us | 26.661lus 381. 0.249% |+
0sserviceId TerminateTask 6.433ms | 41.755us | 45.245us | 42.043us 153: 0.146% ¢
0SServiceId_StopScheduleTable 1.885ms | 132.620us | 181.620us | 157.113us 12. 0.046% [+
05Serviceld_GetCounter2Info 54.135us | 18.045us | 18.045us | 18.045us 3 0.001% |+
05ServiceId_startscheduleTableAsync 48.330us | 16.110us | 16.110us | 16.110us 3 0.001% |+
(unknown) 3.992s - 3.992s 3.992s 0. 98, 0705 |e—
05SServiceId_PreTaskHook 3. 345ms 4.635us 5.030us 4. 646us 720. 0.082% |+
0SServiceld_TerminateTask 55.611lms | 74.745us | 81.470us | 77.238us 720. 1.282% |mmm
0sserviceId_PostTaskHook 3.415ms 4.635us 4.900us 4.743us 720. 0.083% |¢
05Serviceld_GetCountervalue 6.724ms | 47.680us | 47.700us | 47.69lus 141. 0.150% [+
05ServiceId_ErrorHook 617.895us 4.380us 4.385us 4.382us 141. 0.015% |+
0SServiceld_IncrementCounter 11.648ms | 43.820us | 127.745us | 48.531us 240. 0.286% |+
0sServiceld GetCounter2Info 186.240us | 30.800us | 31.320us | 31.040us 6. 0. 004% |«
OsServiceld_StartscheduleTableAsync 1 | ~ 1.042ns | 1731605us | 173.745us | 1730695us | & 0025% l¢ -
Jd T b

I Trace.STATistic. TASKSRYV [/SplitCORE] Statistic on service routines, result per core
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Cov  MPCSXXX Vector ORTL
| & Perf Configuration...
| & Perf List

E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

Task Runtime L4
3

Task I5R2s *| = Show Numerical
Task Function Runtime L4 Show as Timing
Task Status ¥ | iy Tracking with Trace List k

Reset l

el BuTrace.Chart. TASKSRV oo ==
(& setup... || 32 Config...|[ 13 Goto... || #iFind... || Adchart || 4»1n |[p4out|[MMFull]

-3.280000000s -3.27
range 4
Cunknown) : 04y - .
055Serviceld_PreTaskHook : 0y ; 1
0SServiceld_GetEvent : W
055erviceld_DisableAllInterrupts: Oy
055erviceId_EnableAllInterrupts: OqM
0SServiceId_SetRelAlarm: (4
0SServiceId_StartScheduleTableRel: (4
0SServiceId_ClearEvent : (&
055erviceIld_WaitEvent : (4 : : ;
055erviceld_PostTaskHook : 04 : ; | B
055ServiceId_CancelAlarm: 0y ; :
05Serviceld_GetResource: [y : ]
05Serviceld_ReleaseResource: (4 ; ; ] ;
055Serviceld_TerminateTask: 04y ; ; -

055erviceld_StopScheduleTable: Ohy
055erviceld_GetCounter2Info: (4
055erviceld_StartScheduleTableAsync: Oy ; ; : :
Cunknown) - 1 4| I
05Serviceld_PreTaskHook: 1y ; :
055erviceld_TerminateTask: 14y ; & ]
05Serviceld_PostTaskHook : 1 4 : [
055erviceld_GetCounterValue: 1 i
055erviceIld_ErrorHook: 1 4
055erviceld_IncrementCounter : 1y
055erviceld_GetCounter2Info: 1 i } ; : :
055erviceld_StartScheduleTableAsync: 1y -

J <mr < 7 3 ,

I Trace.Chart. TASKSRYV [/SplitCORE] Time chart on service routines, result per core
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OSEK ISR2s

The time spent in OSEK interrupt service routines can be evaluated.

OSEK writes information on the start of an interrupt service routine to a defined variable per core as well as
the information NO_ISR. One way to export information on OSEK interrupt service routines is to advise the
NEXUS hardware module to generate trace information when a write access to these variables occurs.

The address of these variables is provided by the TRACES32 functions
TASK.CONFIG(magic_isr2[<core>]).

PRINT TASK.CONFIG (magic_isr2[0]) ; print the address of the variable
; that holds the interrupt service
; information for core 0

PRINT TASK.CONFIG(magic_isr2[1]) ; print the address of the variable
; that holds the interrupt service

; information for core 1

PRINT TASK.CONFIG (magic_isr2[n]) ; print the address of the variable
; that holds the interrupt service

; information for core n
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Example: Advise the NEXUS hardware module to generate only trace information on the start of an
interrupt service routine as well as on the information NO_ISR for a dual-core chip.

Set a Write breakpoint to the address indicated by TASK.CONFIG(magic_isr2[0]) and select the

1.
trace action TraceEnable.
il B::Break Set == =
address [ expression
TASK.CONFIG(magic_isr2[0]) - [FIHLL
type options implementation
) Program [T Exclude [CITemporary
© ReadWrite [CInomARK [TIp1sable action
) Read [T] p1SableHIT
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
2. Set a Write breakpoint to the address indicated by TASK.CONFIG(magic_isr2[1]) and select the

trace action TraceEnable.

il B::Break Set = & ==
address [ expression
[FIHLL

TASK.CONFIG(magic_isr2[1])
implementation

4

type options

) Program [C1Exclude [CITemporary

() ReadWrite [T NOMARK [T p1Sable action

) Read [T p1SableHIT
DATA

© default [ || | [ ¥ advanced |

[ Ok ] [ Add ] [ Delete ] [ Cancel ]

Break.Set TASK.CONFIG (magic_isr2[0]) /Write /TraceEnable

Break.Set TASK.CONFIG (magic_isr2[1l]) /Write /TraceEnable

3. Start and stop the program execution to fill the trace buffer
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4. Display the result.

[Tlace] Perf Cov MPCSXXX W

= Timing
fuf Chart

& Configuration...
B CTS Settings...
MNEXUS Settings...

Default
L4 All
2 Tracking with Source

-

g Save trace data ...
E Load reference data ...

& List Context Tracking System

Reset

Task Switches and Services

-0000038829 |0 |
4

B::Trace.List List. TASK DEFault (=)= | ==
(& setup... || 11 Goto... || #iFind... || pedchart || EFrofile | HMPs || #More || Xiess |
record run |address lcycle  |data |symbaol [t1.back Loy
--- ISR2 = SECOND_TIMER --- -
-0000038840 |1 | D:40000A36 wr-word 0002 ‘\samplel'Global“\OSISRId_+0x2 1.342ms =
--- ISR2 = NO_ISR ---
-0000038838 |1 | D:40000A36 wr-word 0005 ‘\samplel'Global“\OSISRId_+0x2 108.155us 7
--- ISR2 = SYSTEM_TIMER --- =
-0000038836 |0 | D:40000A34 wr-word 0001 “\samplel'Global“\OSISRId_ 1.904ms [ ]
--- ISR2 = NO_ISR ---
-0000038834 |0 | D:40000A34 wr-word 0005 ‘\samplel'Global“\OSISRId_ 29.520us
--- ISR2 = SECOND_TIMER ---
-0000038832 |1 | D:40000A36 wr-word 0002 ‘\samplel'Global“\OSISRId_+0x2 1.342ms
--- ISR2 = NO_ISR ---
-0000038830 |1 | D:40000A36 wr-word 0005 ‘\samplel'Global“\OSISRId_+0x2 110.215us
--- ISR2 = OS_TIMER ---
D:40000A34 wr-word 0003 ‘\samplel'Global“\OSISRId_ 658.865us  ~
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The following commands perform a statistical analysis of the OSEK interrupt service routines:

Cov  MPCSXXX Vector ORTL

& Perf Configuration...
£ Perf List
E| Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Runtime

Task Services

Task Function Runtime
Task Status

3

3

Task ISR2s i

Reset

Prepare

M Show as Timing
#u] Tracking with Trace List

n

= | B:Trace STATistic. TASKINTR o @ ==
(& setup.... || iiGroups... || 2 Config...| = |Detailed|| fE{Nesting || Av{chart || EHlProfile |
intrs: 8. total: 12.613s [
range [total |min |max avr count ratio% [1% 2% |
(unknown) : 0 0.000us 0.000us 0.000us B 0.000% =
SYSTEM_TIMER:(O | 193.169ms 29.510us 46.025us 29.609us 6524. 1.531% |e—
NO_ISR:0 12.370s 207. 380us 1.904ms 1.606ms 7703. 98. 072% | ———
OS_TIMER:0 49.992ms 40.725us 43.315us 42.366us 1180. 0.396% |+
(unknown) : 1 774ms | 42.774ms | 42.774ms | 42.774ms 1. 0.339% [+
21 L277ms 77.720us | 180.995us | 113.674us 108. 0.097% |+
.327s 58.385us | 236.699%ms 5.525ms 2231. 97.732% | ——
.917ms | 107.875us | 110.230us | 108.718us 2124, 1.830% |w——— -
»

I Trace.STATistic. TASKINTR [/SplitCORE] Statistic on interrupt service routines, result per core
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Cov MPC5XXX Vector ORTL:

| & Perf Configuration...
| B Perf List
E| Perf List Dynamic
Function Runtime L4
Distribution L4
Duration Ato B L4
Distance trace records L4
Task Runtime L4
Task Services L4
Task Function Runtime L4 E Show Numerical
#u] Tracking with Trace List k

Reset

]

#u] B:Trace.Chart. TASKINTR

[E=N NCh/

(& setup... || 32 Config...|[ 13 Goto... || F3Find... || Adchart || 4»1n |[p4Out|[MMFull]

-8.377000000=

rangew ., . . 0 . . . . 1 . |
NO_TSR - < I I -
SYSTEM_TIMER : Oy _ 3 | : z : : : 5
O5_TIMER: 0Ky : 5 _ : |
(unknown) :ORY : 5 ; : : : ; )
NO_ISR: 1 4 . | |
SECOND_TIMER: 14y ; : ) i ’ : :
SECOND_TEST: 14y 5 : : | q B
(unknown) : 1 &y g >
| T B . ] P 3
I Trace.Chart.TASKINTR [/SplitCORE] Time chart on interrupt service routines, result per core
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Task-related OSEK ISR2s

OSEK interrupt service routines that occur in multiple tasks can be displayed per task, if the following
information is available:

. Task switch information per core

J ISR2 start and NO_ISR information per core

Example:
1. Advise the NEXUS hardware module to generate the following trace information for a dual-core
chip:

- task switches per core

- start of an interrupt service routine as well as on the information NO_ISR per core.

a B::Break.Set EI@
address [ expression
TASK.CONFIG(magic[0]) - [CTHLL
type options implementation
) Program [ Exclude
©) ReadWrite [CINOMARK action
() Read [T p1SableHIT
DATA
O default [ || | [ ¥ advanced |
o) [Ad.) [pdee ) [ % EBekse
address [ expression

TASK.CONFIG(magic_isr2[0])

type options implementation
) Program [CITemporary
) ReadWrite [CInomARK [TIp1sable action

) Read [“I p1sableHIT

i DATA
© default [ || | [ ¥ advanced |
[ Ok ] [ Add ] [ Delete ] [ Cancel ]
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Break.Set TASK.CONFIG (magic[0])
Break.Set TASK.CONFIG (magic_isr2[0])
Break.Set TASK.CONFIG (magic[l1l])

Break.Set TASK.CONFIG (magic_isr2[11])

2.

il B::Break Set == =
address / expression —09798 ———————————— : -
TASK.CONFIG(magic[1]) - [CIHLL
~type ————— - QPO — - implementation
) Program [[ Exclude [CITemporary
©) ReadWrite [T NOMARK [[Ipisable Facion
: [C] DISableHIT
DATA —
[ '] [ ¥ advanced]
[ ok ] [ Add ] [ Dpelete ] []WdB:BreaksSet =0 E=H =
address [ expression
TASK.CONFIG(magic_isr2[1]) «| (2] EHe
type options implementation
) Program [C1Exclude [CITemporary
) ReadWrite [CInomARK [C] p1sable action
© Read [C] DISableHIT
© default [ || | [ ¥ advanced |
E Ok ] [ Add [ Delete ] [ Cancel ]

Start and stop the program execution to fill the trace buffer.

/Write /TraceEnable

/Write /TraceEnable

/Write /TraceEnable

/Write /TraceEnable
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3. Display the

result.

[Tlace] Perf Cov MPCSXXX W

B CTS Settings...

= Timing

M Chart

& Configuration...

MNEXUS Settings...

Default
L4 All
2 Tracking with Source

-

g Save trace data ...
E Load reference data ...

& List Context Tracking System

Reset

Task Switches and Services

] B:Trace.List List. TASK DEFault
(& setup... || 11 Goto... || FiFind... || Adchart || EFrofile | EMPs || #More || Xiess |
record run |address lcycle  |data |symbol [ti.back =
--- ISR2 = NO_ISR --- -
-0000044868 |1 | D:40G00A36 wr-word 0005 “\samplel'Global\OSISRId_+0x2 108.140us E
--- ISR2 = SYSTEM_TIMER --- -
-0000044866 |0 | D:40000A34 wr-word 0001 “\samplel'Global“\OSISRId_ 1.904ms
--- ISR2 = NO_ISR ---
-0000044864 |0 | D:40000A34 wr-word 0005 ‘\samplel'Global\OSISRId_ 29.515us [
--- ISR2 = SECOND_TIMER --- F
-0000044862 |1 | D:40000A36 wr-word 0002 ‘\samplel'Global\OSISRId_+0x2 1.342ms
--- ISR2 = NO_ISR ---
-0000044860 |1 | D:40000436 wr-word 0005 “\samplel'Global\OSISRId_+0x2 110.070us
--- ISR2 = OS_TIMER ---
-0000044859 |0 | D:40000A34 wr-word 0003 ‘\samplel'Global\OSISRId_ 612.740us
--- ISR2 = NO_ISR ---
-0000044857 |0 | D:40000A34 wr-word 0005 ‘\samplel'Global\OSISRId_ 43.300us
- —-- TASK = TASKRCV1 -—- -
4
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The following commands allow to perform a statistical analysis of the OSEK interrupt service routines related

to the active tasks.

Trace.STATistic. TASKVSINTR [/SplitCORE]

Trace.Chart.TASKVSINTR [/SplitCORE]

Task-related statistic on interrupt service
routines, result per core

Time-chart for task related interrupt service

routines, result per core

= | B:Trace STATistic. TASKVSINTR =& ==
(& setup.... || ii Groups... || 52 Config...| = |Detailed|| fE{Nesting || Av{chart || EHProfile |
intrs: 20. total: 28.338s
range [total min max avr count ratio¥% [1% 2%
(unknown) 1.061ms 1.061ms 1.061ms 1.061ms 1 0.003% [«
SYSTEM_TIMER 29.000us 29.000us 29.000us 29.000us 1 <0.001% |+
NO_ISR 639.295us 27.970us | 611.325us | 639.295us 1 0.002% |+
OS_TIMER 42.790us 42.790us 42.790us 42.790us 1. <0.001% |+
NO_ISR 458.241ms | 256.975us | 591.815us | 272.277us 1683. 1.617% |we—
NO_ISR 27.190s 24.615us 1.905ms 1.360ms 19988. 95.950% |———————
SYSTEM_TIMER 426.323ms 28.990us 45.505us 29.091us 14655. 1. 504% |s—
OS_TIMER 110. 085ms 40. 335us 42.930us 41.921us 2626. 0.388% |+
NO_ISR 131.754ms | 139.690us | 139.740us | 139.718us 943, 0.464% |+
NO_ISR 19.386ms | 214.320us | 263.735us | 239.332us 81. 0.068% |+
(unknown) 0.000us 0.000us - 0.000us 1 0.000%
SECOND_TIMER 107.620us | 107.620us | 107.620us | 107.620us 1. <0.001% |+
NO_ISR 47.300us 47.300us 47.300us 47.300us 0. <0.001% |+
NO_ISR 246.488ms | 103.235us | 273.015us | 149.932us 1644. 0.869% |+
NO_ISR 26.907s 47.295us | 236.591ms 2.763ms 9740. 94.952% |e————————
SECOND_TIMER: 511.375ms | 107.345us | 109.580us | 108.136us 4729. 1. 804% |s———
NO_ISR 337.522ms | 209.930us | 220.435us | 210.556us 1603. 1.191% (wem
NO_ISR 307.721ms 85.315us | 266.590us | 191.966us 1603. 1.085% =
SECOND_TEST! 23.938ms 76.945us | 180.345us | 119.097us 201. 0.084% |+
SECOND_TEST! J 3.263ms 81.580us 81.600us 81.587us 40. 0.011% |+ v
4 m 3
#u| B:Trace. Chart. TASKVSINTR o @ ==
(& setup... || 32 Config...|[ 13 Goto... || FiFind... || Adchart || 4»1n |[p4Out|[MMFull]
1.709s -21.708s -21.707s -21.706s -21.705s
Fangesk, | 1 1 1 1 1
(unknown) B
SYSTEM_TIMER! [}
NO_ISR ) i e e e e e
05_TIMER ) o i e e e
NO_ISR [
NO_ISR ¥ ]
SYSTEM_TIMER B e e e e P
05_TIMER i\ PRt B e ey |
NO_TSR o o e e e e Il e e
NO_TSR o s e e e D
(unknown) o
SECOND_TIMER | B e e e e e e N e e
NO_ISR (| R e S e e e R e
NO_ISR Y e
NO_ISR |
SECOND_TIMER! I
NO_TSR B e
NO_ISR | B e e e e e e R
SECOND_TEST | B e e e e e e D
SECOND_TEST ¥ -

intr information that was generated before the first task information is assigned to the @(unknown) task.
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Exporting Task Switches and all Instructions (Write Access)

General setup:

Break.Set TASK.CONFIG(magic[0]) /Write /TraceData

Break.Set TASK.CONFIG(magic[l]) /Write /TraceData

; advise TRACE32 to regard the time between interrupt entry
; and exit as function

Trace.STATistic.InterruptlsFunction ON

Statistic Analysis of Interrupts

Trace.Chart.INTERRUPT [/SplitCORE] Interrupt time chart (default), results split

up per core

Trace.Chart.INTERRUPT /CORE <n> Interrupt time chart for specified core

] B::Trace.Chart INTERRUPT = e
| & setup... || 1 Groups... || HH Conﬁg...“ 1} Goto... || FiFind... || Ak In || &) Out|||0|FuII|

-1.474s -1.472s -1.470s -1.468s -1.466s -1

rangedk|_ | 1 1 1 1 |

= VTABLE+Ox40 0| : i o 1 : 1 : 1 -
(none) : 0 &/ — N N I N
{Cnore:) - 1 < I
4 {1l »r 4 3

Trace.STATistic.INTERRUPT [/SplitCORE] Interrupt statistic (default), results split up

per core

Trace.STATistic.INTERRUPT /CORE <n> Interrupt statistic for specified core

F | BuTrace STATisticINTERRUPT = | B |2z
(& setup... || ifGroups... [ 38 Config...|[ = Detailed]&?i Nesting || " chart || EEProfile |
funcs: 3. total: 1.080s intr: 69.340ms
range [total min max avr count intern® [1% 2%
(none) 1.011s - 1.011s - - 46, 791N | —
(none) 1.080s - 1.080s - - 50. 000%
—+ VTABLE+0x40 69.124ms 55.600us | 730.970us 99.342us 698. 3.208%
4 L}
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Statistic Analysis of Interrupts and Tasks

Trace.Chart. TASKORINTERRUPT [/SplitCORE]

Trace.Chart. TASKORINTERRUPT /CORE <n>

Time chart for interrupts and tasks
(default), results split up per core

Time chart for interrupts and tasks for
specified core

“l | | | |

#| B:Trace.Chart. TASKORINTERRUPT /Sort s¥mbol o ==
| & setup... || fiiGroups... || &2 Config...|| I Goto... || #iFind... || 4»In || p4Out|| MMFull|
-1.875s -1.874s -1.873s -1.872s -1.871s -1.870

range
Cunknown) :ORW

NO_TASKO
TASKRCV1
TASKRCV2
TASKSTOP
—VTABLE+0x40
(unknown)

Trace.STATistic. TASKORINTERRUPT [/SplitCORE]

Trace.STATistic. TASKORINTERRUPT /CORE <n>

Statistic for interrupts and tasks (default),
results split up per core

Statistic for interrupts and tasks for
specified core

= | B:Trace STATistic. TASKORINTERRUPT /Sort s¥mbol o &=
(& setup... || iii Groups... || 38 Config...|| = |Detailed uEilNesting | pdchart || EFrofile |
tasks: 7. total: 1.978s
range [total min max avr count ratio¥% [1% i
Tunknown) 5.544ms 5.544ms 5.544ms 5.544ms 0. - + .
NO_TASKO 1.854s 203.605us 1.795ms 1.475ms 1257. 93.759% |mmm—m
TASKRCV1 30.321ms | 234.958us | 434.675us | 250. 584us 121. 1.533% |mmm—
TASKRCV2 9.016ms | 128.725us | 128.900us | 128.797us 70. 0.455% |+
TASKSTOP 1.131ms | 169.810us | 207.215us | 188.511us 6. 0.057% |+
—VTABLE+0x40 77.415ms 55.181us | 307.750us 61.343us 1262. 3. 914% |m—
(unknown) 1.978s - 1.978s 1.978s 0. - +
Fl 1 F
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Statistic Analysis of Interrupts in Tasks

Trace.Chart. TASKVSINTERRUPT [/SplitCORE] Interrupt time chart, task-related (default),
results split up per core

Trace.Chart. TASKVSINTERRUPT /CORE <n> Interrupt time chart task-related, for
specified core

% B:Trace.Chart. TASKVSINTERRUPT /Sort s¥mbol e ==
(& setup.... || fii Groups... || L Conﬁg...” I} Goto... ” F3Find... || Ak In || &) 0ut|||0|FuII|
-1.446s -1.444s= -1.442s -1.440s
rangedy
| (none) e, ——— ————— ——— ————— ——— ]
(none) ¥ : j : 2 2 2 : 3
(none) gt == ! = !
(none) < - - 7 - - - - -
(none) PN
(none) ¥ ) ) | ) )
—+ VTABLE ¥ ) ) i ) ) I
—+ VTABLE . - — - - -
—+ VTABLE ‘ . - - - —
- VTABLE ‘ - - - - - - - -
—+ VTABLE+0x40 L) .| . B e | e i . I 1
— VTABLE+0x40 4 . ) L . . . . . BE
J( mny » »

Trace.STATistic. TASKVSINTERRUPT [/SplitCORE] Interrupt statistic, task-related (default),
results split up per core

Trace.STATistic. TASKVSINTERRUPT /CORE <n> Interrupt statistic, task-related, for
specified core

= | B:Trace STATistic. TASKVSINTERRUPT /Sort s¥mbol =[]
(& setup.... || iiiGroups... || 52 Config...| = |Detailed|| fE{Nesting || fv{chart || EHProfile |
funcs: 12. total: 1.787s
range [total min max avr count intern® [1% i
(none) 0.000us - - 0.000us 0.(1/0) - + -
(none) 0.000us - - 0.000us 0.(1/0) - +

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

(none) 0.000us - - 0.000us 0.(1/0) 0.000%

VTABLE 60.841ms | 234.720us | 775.965us | 318.53%us 191. 1.702% |s—

VTABLE 0.000us - - 0.000us 0. 0.000%

VTABLE 0.000us - - 0.000us 0. 0.000%

VTABLE 0.000us - - 0.000us 0. 0.000%
VTABLE+0x40 53.271ms 55.590us 55.625us 55.607us 958. 1.490% |s—
VTABLE+0x40 432.895us 71.750us 72.260us 72.14%us 6. 0.012% |+

[ O[— e ;
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Belated Trace Analysis (OS)

The TRACERS2 Instruction Set Simulator can be used for a belated OS-aware trace evaluation. To set up the
TRACE32 Instruction Set Simulator for belated OS-aware trace evaluation proceed as follows:

1. Save the trace information for the belated evaluation to a file.

Trace.SAVE belated_ orti.ad

2. Set up the TRACE32 Instruction Set Simulator for a belated OS-aware trace evaluation (here

OSEK on a MPC5553):

SYStem.CPU MPC5553

SYStem.Up

Trace.LOAD belated_orti.ad

Data.Load.ELF my_app.out /NoCODE /GHS

TASK.ORTI my_orti.ort

Trace.List List.TASK DEFault

select the target CPU

establish the
communication between
TRACE32 and the TRACE32
Instruction Set
Simulator

load the trace file

load the symbol and
debug information

load the ORTI file

display the trace
listing
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Function Run-Times Analysis (Overview)

All commands for the function run-time analysis introduced in this chapter use the contents of the trace
buffer as base for their analysis.

If you use Branch History Tracing it is recommended to enable Program Trace Correlation Messages for
bl <func> and e_bl <func> instructions (saves return address in link register, then jumps to <func>)
(IEEE-ISTO 5001-2008 and subsequent standards only).

As a result function entries are timestamped in the trace.

NEXUS.HTM ON

NEXUS.PTCM BL_HTM ON ; generate Program Trace
Correlation message when a
; “Branch and Link” instruction

; executes

£ BxTrace List List. TASK DEFault == ]
& setup... || 13 Goto... || FiFind... || Achart || ElProfile || EEMIPS || % More | Xless
record run |address symba]l ti.back

ptrace —1mt_main
e_stwu rl,-0x10(r1)

se_mflr  r0 il

se_stw r0,0x14(r1)
0

YWim02_bflx\Globalyinit_main_guts 0. 640us b

Software under Analysis (no OS or OS)

For the use of the function run-time analysis it is helpful to differentiate between two types of application

software:
1. Software without operating system (abbreviation: no OS)
2. Software with an operating system (abbreviation: OS)

Flat vs. Nesting Analysis

TRACE32 provides two methods to analyze function run-times:
. Flat analysis

J Nesting analysis
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Basic Knowledge about Flat Analysis

The flat function run-time analysis bases on the symbolic instruction addresses of the trace entries. The time
spent by an instruction is assigned to the corresponding function/symbol region.

£ BuTrace List /Track EI
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || EEMIPS |[# More|[X Lesg
record run |address cycle |data symbo ti.back i
156 (Fintptr)++; -~
= 1dr rl,[r0] =
-0188026394 D:08007FES rd-long 00000020 “\‘demo_r4Global'_end+0x6328 <0.005us -
T:08000052 4 c1+0 [1]
adds rl,#0x1 -
str rl,[r0] -
4 I3
fu B::Trace.Chart.sYmbol /Track (o=@ ]=]
(& Setup...]miGroups... (5% config...][ 1} Goto... |[ #i Find... |[ 4» In |[»4 Out)[MM Full]
30505000s -6.730504500s -6.730504000s
address iy | | |
FuncZ 4| ) ) ) ________I§ . ] ] -
i I
maind . . . . . . . . . . . . .
func2afip| . . . . . . . . . . . . . %
R ;
£| B:Trace.STATistic.sYmbol [ @] =
(& setup...[ iii Groups... | 2 Config...| ¥ Goto... |[=|Detailed|| =|TREE |[ fl Chart || B Profile || @ mit |
items: 29. total: 6.730s samples: 93454324,
address [total min max avr count ratio¥ [1%'
0.000us 0.000us - 0.000us 0. 0.000% -
main | 17.953ms 0.000us 2.955us | 17.953ms 1. 0.266% [+ 1
func2 7.483us 0.185us 6.095us 7.483us 1. <0.001% |« —
funcl 3.690us 0.185us 1.475us 0.527us 7. <0.001% |+ -~
4 | n F
min max
| main + main + main
funci funci funci funct func

A func2 func3 A A func3 A

Entry of func1 Entry of func1
Exit of func1 Exit of func1
min shortest time continuously in the address range of the

function/symbol region

max longest time continuously in the address range of the
function/symbol region
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Basic Knowledge about Nesting Analysis

The function nesting analysis analyses only high-level language functions.

| BuTrace.List /Track [ & [&]
[ B sep... ][n. Goto...|[ #3 Find... || ff Chart || & More || T Less |
record |[run |address lcycle  |data |symbol |t1.back =
0000000149 R:000020B0 ptrace armlaha_Ti_aifimain+0x38 0.830us o
595 Func2(); =
Ox10E4 -
wold TuncZi) -
160 |{
do 3
P y b
E BuTrace.Chart.Func /Track El
[ & setup... |[ il Goups... [ 88 @onfig... | Goto...|[ #3 Find... |[4» 1n ][ »40ut] MM Full
Oms 2.275ms 2. 280ms 2.285ms 2.290ms 2.295ms 2. 300m= 2.|
range 1 1 1 1 1 1 -
} Croctym| —  ——FA — - —Fa
1_aitmainfy -
.

ﬂ B:Trace STATIstic.Func

==
[ & setp... (131 Goups... [ 88 Cbnﬁg I Goto [ =] List all ][] westing|[ % Chart || @ init |
funcs: total: 12.238s %J
range [total min max avr count intern% [1% 2%
(root) 12.238s - 12.238s 12.238s - 0. 018% [+ ~
al ata 11 _aitmain| 12.236s - 12.236s 12.236s 1.(0/1) 0.837% [+
al 33.695us 33.6895us 33.895us 33.695us 1. «<0.001% |+
a a 1_aitifuncl 3.047us 0.297us 0.593us 0.435us 7. <0.001% |+ i
4

i |
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funci

func2

interrupt_service1

In order to display a nesting function run-time analysis TRACE32 analyzes the structure of the program
execution by processing the trace information. The focus is put on the transition between functions (see
picture above). The following events are of interest:

1.
2.

| main

Function entries

Function exits

Entries to interrupt service routines

Exits of interrupt service routines

Entries to TRAP handlers (not implemented yet)

Exits of TRAP handlers (not implemented yet)

A

Entry of func1

main
funci func1 funci
func2 func3 A
< max -

Exit of func1

funci

main

func1

A
-

func3

A
>

Entry of funci

min

Exit of func1

min

shortest time within the function including all subfunctions and traps

max

longest time within the function including all subfunctions and traps
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Summary

The nesting analysis provides more details on the structure and the timing of the program run, but it is much
more sensitive then the flat analysis. Missing or tricky function exits for example result in a worthless nesting
analysis.
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Function Run-Times Analysis - Single

This chapter applies for single-core TRACE32 instances.

Flat Analysis

It is recommended to reduce the trace information generated by NEXUS to the required minimum.
. To avoid an overload of the NEXUS port.
. To make best use of the available trace memory.

. To get a more accurate timestamp.

Optimum NEXUS Configuration (No OS)

Flat function run-time analysis does not require any data information if no OS is used. That’s why it is
recommended to switch Data Trace Messaging off.

NEXUS.DTM OFF
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Optimum NEXUS Configuration (OS)

Your function time chart can include task information if you advise NEXUS to export the instruction flow and

task switches. For details refer to the chapter “OS-Aware Tracing (ORTI File)”, page 193.

Trace.Chart.sYmbol /TASK "TASK3"

' BuTrace.Chart.s¥Ymbel /TASK "TASK3" E@@

(& setup... || ifiGrovps... || 2 Config... | R Goto... || M Goto... || #iFind... || @ In |[+0«0ut|[ & Full|
80ms -12.460ms -12.440ms -12.420ms
address | ! I I |
(other) kL ] ) ] ] ] ] -
05SetPID0 4K I N I I .. I I .
05TaskInternalDispatchi/mmmmm N | | | | | | I | | | | | . £
PreTaskHook 1y ) ) | | I I u
05_GetTaskIDiy | | | | | | | u
FUuncTASK3 ¥ . . . . . |
05_Suspend0SInterrupts 4y ) ) ) ) ) | . | |
InvokeSciInt ) ) . . . .
VTABLE 44 . . . . . . i
4 | r 4 13

Optimum Configuration 1 (if OSEK generated OTMs):

NEXUS.OTM ON

Optimum Configuration 2 (if OSEK does not support OTMs, NEXUS class 3 only):

Break.Set TASK.CONFIG (magic) /Write /TraceData
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Function Time Chart

TRACE32 PowerView provides a time chart which shows when the program counter was in which
function/symbol range.

Pushing the Chart button in the Trace.List window
opens a Trace.Chart.sYmbol window

i1 BuTrace.List EI@
(& setup.... || 4 Goto... |[ #3Find... || Avichart || EProfile || EMPS | & More |[ XlLess
record run |address cycle |data symbol ti.back i
cmpw r12,0x0 -
676 L primz =1 + i + 3; 5
add ri2,r31,r31 -
addi r30,rl12,0x3
677 k=1 + primz;
add r29,r31,r30
-0000000015 [BRK 1.600us -~
" BuTrace.Chart.s¥mbol EI@
(& setup... || fifGroups.. [ 38 Config...|| A Goto... || A Goto... || FiFind... || O In |[+0«Out|[ K3 Ful|
000s -1.676950000s
address ¥ I i
(other) ¥ ] ] ] ] ) ) -
_f_mul iy . ) ) ) | 1
stpFloatNormalize _ _ _ | I | ]
funcé i _ _ | B | n - n
mainiy 1 _ . 1o 1 ) A . n
func? 4 ) . ) A . L
_d_mu7 q¥ '
_savegpr_17_Ti¥ _ | -
4 |l F 4 »
Trace.Chart.sYmbol Display function time chart (no OS)
Trace.Chart.sYmbol [/MergeTASK] Display function time chart (OS but task
information is not of interest)
Training Nexus Tracing | 268
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) BuTrace.Chart.sYmbol EI@
& setup... | fiiGroups... || 22 Config...|[ R Geto... | 1A Goto... || #4Find... || @ |[»Deout|[EFull]
ms

-930.400ms -930.200ms -930.000ms -929. 800ms

func2 | ) ) ) ) ) 1l
func2aly | ) ) ) ) ) )
func2b iy | ) ) ) ) ) n

sTpDoubleNormalizely
_-| 5164 4y . | .
__1sré4@ | : : : : : : | I
_d_add | ) ) ) . . . (IR I A |
_d_'FgE M ) ) Al
func2dp
funcd 4y
func3 i
funcs i
_f_ftodiy |
_d_dtof i |
(STOPPED) 1—

m

(FIFOFULL) ¥ )

(STOPPED): If the trace recording contains time periods in which the program execution was stopped, these

time periods are assigned to (STOPPED).

(FIFOFULL): If the trace recording contains time periods in which FIFO overflow was indicated, these time

periods are assigned to (FIFOFULL).
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Trace.Chart.sYmbol /SplitTASK

information (OS only)

Display function time chart including task

i B:Trace.Chart.sYmbol /SplitTASK o=
(& setup... || fitGroups.. || 38 Config...|| A Goto... || A Goto... || FiFind... || O In |[»0«Out [ B3 Full|
Oms -12.900ms -12.880ms -12.860ms -12.
address
055etPIDD i =l 1 1 & 1 5 1 B 1 & | |
05TaskInternalDispatch o 1 0§ 1 & | 1 1 n A
PreTaskHook ¥ _ _ 1 ] |
05_GetTaskID ¥ _ ) 1 | 1 K ]
FuncTASKOD 4 ) ) ) . . | I
0S_ActivateTask i _ _ _ ) ) 1 1 mm
4 (| » 4

# B:Trace.Chart.sYmbol /SplitTASK = = ==
(& setup... || ifGroups... | 38 Config...][ A Goto... || A Goto... |[ #4Find... |[ @1 |[»0«out)[ @ Full|
ms -22.624ms -22.622ms -22.620ms
addressfy| | | | |
(other) K|l ] .
_start o} . .
__init_main Il ) [ ) )
init_main_guts i _ ) ] . )
mems et 4 . . . . |
__init 4 .
4 (| » 4

@ <task_name> Task name information
@(unknown) . Function was running before the OS was started
] Function was recorded before first task switch
information was recorded
(UNKNOWN)@ Message decoding not possible.
(other)@(unknown) No trace information available.
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Trace.Chart.sYmbol /TASK <task_name>

Display function time chart for specified task
(OS only)

¥ BiTrace.Chart.sYmbol /TASK "TASK4" |-
(& setup... || ifGroups... [ 38 Config...][ A Goto... |[ 3 Goto... |[ #4Find... |[ @1 |[D«out)[ X Full]
850ms -12.800ms -12.750ms -12.700ms -12.650ms
address ¥ ! I 1 |
(other) < I ) ) ) ) . ) . . . . . ) . . L~
055etPID0 KN 1] IEEE EEEE Bl BE BN . Hm HE
05TaskInternalDispatchiy NN S n | )
PreTaskHook iy 1 o ) ) ) ) )
05_GetTaskIDAN [ | ) ) ) ) )
FuncTASK4 < ) . I | | I . ) .
05_suspendAlTInterrupts i ) _ _ ) ) ) ) ) ) i ) ) ) ) ) ) | _
PR ] F

(other)@(other)

All other trace information
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Did you know?

e Bi:Trace.Chart.sYmbol

(=[O el

(& setup... || it Groups.. |

22 Config...| R Geto... | A Goto... || #4Find... || @ n |[»Deout || EFull]

addregs | )

-1.340620000=

-1.340600000=

2= Chart Config
Sort

@ OFF

~) Nesting

_ GROUP

_ Address

_ s¥mbol

_ InternalRatio
_ TotalRatio
_! Ratio

) Count

| TotalMAX
_! RatioMAX

[l Al windows

[E=5 EoR 5 i

Sort visible 1

*) Global

o window -f—— Select Window
Sort core

@ CoreTogether
_) CoreSeparated

If Window is selected in the Chart Config window, the functions that are active at the selected point of time
are visualized in the scope of the Trace.Chart.sYmbol window. This is helpful especially if you scroll

horizontally.

For a detailed description of all options provided by the Chart Config window refer to the command

description of Trace.STATistic.Sort.

If you want to get the time chart only for a few functions, you can use the /Address option to list them.

I Trace.Chart.sYmbol /Address <funci>ll<func2>ll...

% BuTrace.Chart.sYmbol /Address funcl0|[func2c[funcB||funcl3

[E=N NoR/)

(& setup... || jif Groups..

[ 22 config...][ A Goto... |[ /% Goto... |[ #4Find... |[ @ 1n |3« out)[Ex Full]

92000000s

-1.391500000=

-1.391800000=

More features to structure your trace analysis are introduced in “Structure the Trace Evaluation”, page

335.
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Numeric Analysis

Analog to the timing diagram also a numerical analysis is provided.

£ | B:Trace.STATistic.sYmbol EI@
(& setup...)[ iii Groups... |2 Config...|[ ¥ Goto... ||=|Detailed|| E|TREE |[ il Chart || B Profile || @ mit |
items: 29. total: 14.974s samples: 207931632.
address |[total min max avr count ratio¥% [1% i
0.000us 0.000us - 0.000us 0. 0.000% o
main 36.096ms 0.000us 2.765us 36.096ms 1. 0.241% |+
func2 7.658us 0.185us 6.090us 7.658us 1. <0, 001% |+ -
funcl 3.387us 0.180us 1.480us 0.484us 7. =0. 001% |+ 1
func2a 6.275us 6.275us 6.275us 6.275us 1. <0.001% |+
funcZb 4. 800us 4. 800us 4. 800us 4. 800us 1. =0. 001% |+
func2d 5.725us 5.725us 5.725us 5.725us 1. =0. 001% |+
_call_wia_r0 0.093us 0.093us 0.093us 0.093us 1. =0. 001% |+
func3 0.123us 0.123us 0.123us 0.123us 1. <0.001% |+
funcs 0.998us 0.998us 0.998us 0.998us 1. <0.001% |+
funcs 17.078us 17.078us 17.078us 17.078us 1. <0.001% |+ -
4 m »
survey
item number of recorded functions/symbol regions
total time period recorded by the trace
samples total number of recorded changes of functions/symbol regions
(instruction flow continuously in the address range of a
function/symbol region)
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Only the grey rows provide useful information about the run-time of a function/symbol range.

function details

address function/symbol region name

(other) program sections that can not be assigned to a
function/symbol region

total time period in the function/symbol region during the recorded time
period
min shortest time continuously in the address range of the

function/symbol region

max longest time continuously in the address range of the
function/symbol region

avr average time continuously in the address range of the
function/symbol region (calculated as total/count)

count number of new entries (start address executed) into the address
range of the function/symbol region

ratio ratio of time in the function/symbol region with regards to the total
time period recorded
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Pushing the Config button provides the possibility to specify a different
sorting criterion for the address column or a different column layout.
By default the functions/symbol regions are sorted by their recording order.

£| B:Trace.STATistic.sYmbol (===
(& setup...|[ iii Groups... | 3% Config...| [ Goto... |[=|Detailed|| £[Tree || A chart |[ B Profile |
items: 64. total: 3.750s  samples: 239461451.
address |[total min max avr count ratio¥% [1% i
(other) 0.038us 0.038us 0.038us 0.038us 0. <0.001% [+ o~
main 17.027ms 0.000us 0.563us 17.027ms 1. 0.454% |+
func2 1.064us 0.049%us 0.395us 1.064us 1. <0.001% |+
funcl 1.635us 0.000us 0.960us 0.234us 7. <0.001% |+
func2a 2.244us 2.244us 2.244us 2.244us 1. <0.001% |+ E
funcZb 0.218us 0.218us 0.218us 0.218us 1. =0. 001% |+
Fug;;lc 1.358us 0.000us 0.813us 1.358us 1. <0.001% |+
— t
__dflt_normalise| &R Statistic Config =] ]
_Fp_addsub_cagn;gg Sort Sort visible available selected
_fp_s%d @ OFF @ Global NAME Total
—als . " CORE MIN
f norig,ul Nesting Window TotalMIN MAX
Fp_mETt eSb GROUP Sort core TotalMAX AVeRage
_Fp_ﬁ'l +_fast_common Address @ CoreTogether RatioMIN -> Count
func2d RatioMAX Ratio
func4 Slho CoreSeparated | | |pag |1 BAR.LOG
_mgmcp)gf InternalRatio CountRatio <=
unc : CountBAR.LOG
funcs Tot_alRatm CountBAR.LIN ¥
gatio CountMIN '
Count CountMAX
TotalMAX
RatioMAX
] All windows
Trace.STATistic.sYmbol Flat function run-time analysis (no OS)
- numerical display
Trace.STATistic.sYmbol [/MergeTASK] Flat function run-time analysis (OS)
- numerical display
- no task information
Trace.STATistic.sYmbol /SplitTASK Flat function run-time analysis (OS)
- numerical display including task
information
Trace.STATistic.sYmbol /TASK <task_name> Flat function run-time analysis (OS)
- numerical display for specified task
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Nesting Analysis

Restrictions

1. The nesting analysis analyses only high-level language functions.
2. The nested function run-time analysis expects common ways to enter/exit functions.
3. The nesting analysis is sensitive with regards to FIFOFULLSs.

Optimum NEXUS Configuration (No OS)

The nesting function run-time analysis doesn’t require any data information if no OS is used. That's why it is
recommended to switch the export of data information off.

NEXUS.DTM OFF
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Optimum NEXUS Configuration (OS)

TRACE32 PowerView builds up a separate call tree for each task.

Trace.STATistic.TREE /TASK "Cyclic"

£ | B:Trace STATistic. TREE /TASK "Cyclic” el =s=
& setup...|| 1 Groups... [ 32 Config...|| R Goto... ||| Detailed || ] Nesting ||_=] chart
funcs: 19. total: 5.892s
range [tree ‘total min max avr count intern¥% (1%
(root) [= (root) §.892s - 5.892s 5.892s - 0.000% =
0S_PAStartTask+0x30 - 0S_PAStartTask+0x30 2.340us - 2.340us 2.340us 1.(1/0) | <0.001% |+
0S5_TASK_Cyclic 5 0S_TASK_Cyclic 5.892s 47.672ms | 47.849ms | 47.518ms 124.(0/1) | 0.671% |+
0S_KernGetResource = 05_KernGetResource 1.275ms | 10.257us | 10.317us | 10.283us 124, 0.008% |+
0S_GetResour ceFromTask . 05_GetResourceFromTask | 767.086us 6.137us 6.229%us 6.186us 124, 0.013% [+
0S_LeaveKerne] —E 0S_LeaveKernel 3.736ms 6.109us | 18.057us | 10.096us 370. 0.059% |+
0S_LeaveKernel . 0S_LeaveKernel 214.183us 1.732us 1.848us 1.741us 123. 0.003% |+
test —E test 5.845s 46.99%6us | 48.259us | 47.366us 123408. (0/1) 7. 5287 |m—
func2 - func2 195.175ms 1.398us 2.046us 1.581lus 123408. 3.312%
funcza - func2a 208.287ms 1.432us 1.891lus 1.688us 123408. 3.534% |m—
funczb - funczb 118.091ms 0.841lus 1.130us 0.957us 123408. 2.004% | me—
funcad - func2d 222.518ms 1.59%us 2.009us 1.803us 123408. 3.776% |mmm—
func3 - func3 50.566ms 0.405us 0.470us 0.410us 123408. 0.858% |+
funcg - funcg 72.651ms 0.313us 1.127us 0.58%us 123408. 1.2325 mum
funcg - funcg 196.202ms 1.188us 2.113us 1.590us 123408. 3.329% | m—
funcl0 - funcl0 1.937s 15.293us | 16.605us 15.692us 123408. 32. 866% |mum—
sieve - sieve 2.396s 18.652us | 20.149us | 19.414us 123408, (0/1) | 40. 661% |e——
05_KernReleaseResource — - 0S_KernReleaseResource 1.262ms | 10.157us | 10.31l4us | 10.258us 123, 0.021% |+
0s_KernTerminateTask | '—. OS_KernTerminateTask 1.049ms 8.478us 8.582us 8.531us 123. 0.017% [+
i i, v

In order to hook a function entry/exit into the correct call tree, TRACE32 PowerView needs to know which
task was running when the entry/exit occurred.

The standard way to get information on the current task is to advise the NEXUS to export the instruction flow
and task switches. For details refer to the chapter “OS-Aware Tracing (ORTI File)”, page 193.

Optimum Configuration 1 (if OSEK generated OTMs):

NEXUS.OTM ON

; default setting since 2015-01
Trace.STATistic.InterruptIsFunction ON

Optimum Configuration 2 (if OSEK does not support OTMs, NEXUS class 3 only):

Break.Set TASK.CONFIG (magic) /Write /TraceData

; default setting since 2015-01
Trace.STATistic.InterruptIsFunction ON
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Items under Analysis

In order to prepare the results for the nesting analysis TRACES32 post-processes the instruction flow to find:

. Function entries
The execution of the first instruction of an HLL function is regarded as function entry.

Additional identifications for function entries are implemented depending on the processor
architecture and the used compiler.

Trace.Chart.Func ; function funclO as
; example

Trace.List /Track

-

% B:Trace.Chart.Func /Track

(& Setup...]miGroups... (=% Config...][ ¥ Goto... |[ #i Find... |[ 4> In |[»4 Out)[MM Full]

000005 -3.272000000s -3.27150)
range{¥ |

ma ni— - - - - - - - - - -
funcl 4y ) ) ) | EEEE -
funce HxE ) ) 1
func?
func8
func9
funclD
(root) ¥

i BuTrace.List /Track
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || HEMIPS |[% More|[X Lesg
record run |address cycle |data symbol ti.back i
“E BT 0x20000798
-0000378119 |— P:20000798 ptrace “WMdiabc_ext\diabc\funcl0 2.000us

register 1, J;
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. Function exits
A RETURN instruction within an HLL function is regarded as function exit.

Additional identifications for function exits are implemented depending on the processor
architecture and the used compiler.

& Bu:Trace.Chart.Func /Track EI@

(& Setup...]@iGroups... (55 Config...][ ¥ Goto... || #i Find... |[ 4> In |[»4 Out)[MM Full]

-3.271000000s -3.270500000s
!] Ak

r;:‘lfhl . J— HIIIIIIIIIIIH !
Funcl0ky
funcllqy
funcl3qy
funcl4
funcl5ay
funcléqy
funcl? M

£ BuTrace List /Track

[W Setup...|[ 3 Goto... || #3Find... || P chart || B Profile || EEMIPS |[% More|[X Lesg

record run |address cycle |data symbol ti.back i
Trmw rid4,0x10(r1)
Twz r0,0x5C(r1)

ro
addi rl,rl,0x58
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Entries to interrupt service routines (asynchronous)

If an indirect branch to the Interrupt Vector Table occurs, an interrupt entry is detected. The interrupt

function gets the name VTABLE+<offset> if no symbol is specified.

)| Bu:Trace.List LE‘..”E”EI
(& setup... [ A Goto... || FiFind... || Mvichart || EProfile || EIMIPS || # More || Xless
record ruT address cycle |data symbol ti.back i
I mtmsr r3

—+ interrupt

> 4 [m]»

% BuTrace.Chart.Func /Track EI
(& setup... || ifGroups... [ 38 Config...][ A Goto... |[ 1A Goto... |[ #4Find... |[ @ 1n |[0«out)[ X Full|
-12.660ms -12.640ms -12.620ms -12.600m
range iy ! | ! I I
1 InvokeSciInt SK4RH ] ] ] ) . . ) -
05_ResumeAllInterrupts H——
(root) 4 . . . . . . .
—+ : VTABLE+0x40 M . - - . - N I
05InterruptDispatcherl M ) . [
05Checkstack M ) NN - . .
055etPID0 ¥ . . L . . .
05TrustedISR2 M ) ) ) —a—1—1
PreIsrHook M ) ) ) ) n ) . £
<[m] » [ ™| [

Exits of interrupt service routines
RETURN FROM INTERRUPT is regarded as exit of the interrupt function.

Entries to TRAP handlers (not implemented yet)
Exits of TRAP handlers (not implemented yet)

Task switches
Task switches are needed to build correct call trees if a target operating system is used.

£ BuTrace.List List. TASK DEFault =3[
(& setup...|[ 13 Goto... || #3Find... || P chart || B Profile || EEMIPS |[% More|[X Lesg
record run |address cycle |data symbol ti.back i
se_addl rl,0x10 -
se_blr =
——— task: Cyclic (00002A94) ~
-0002382520 owner 00002494 1.290us
-0002382519 V:00005A90 ptrace ..ern-dispatch\05_Dispatch+0x100 0.530us =
* Now leaving the kernel. Interrupts remain disabled until the task
* runs.
176 05_inKernel = 0;
e_lis r6,0x40000000
se_1i r7,0x0
J e_sth r7,0x84B(r6) 5
4 }
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Numerical Nested Function Run-time Analysis for all Software

Trace.STATistic.Func

- numeric display

Cov  Window Help
1 éb Perf Configuration...
I E Perf List

E| Perf List Dynamic

O Perf OFf

Function Runtime

Distribution
Duration Ato B

Distance trace records

-

Show Numerical k

Show as Tree
E Show Detailed Tree
#ue] Show as Timing

- v ¥

Nested function run-time analysis

Reset
Show MNesting
= | B:Trace STATistic. FUNC ===
[W Setup...]miGroups... ][== Conﬁg...][ 1 Goto... ][E Detailed]uEil Nesting ]@ Chart ]
funcs: 33. total: 22.760s
range [total min max avr count intern® [1%
(root) | 22.760s 22.760s 22.760s - 0. 000% o
main | 22.760s 22.760s 22.760s 1.(0/1) | 0.009% |+
func2 1.062ms | 132.495us | 132.830us | 132.786us 8. 0.003% |«
funcl | 846.290us | 13.330us | 16.005us | 15.112us 56. 0.003% |«
func2a | 563.975us 70.495us 70.500us 70.497us 8. 0.002% |+
func2b | 557.305us | 69.660us | 69.665us | 69.663us 8. 0.002% |«
func2c 33.832ms 4.114ms 4.303ms 4.229ms 8. 0.148% |+
func2d | 654.630us | 81.825us | B81.830us | B81.82%us 8. 0.002% |«
funcd | 241.320us | 30.160us | 30.170us | 30.165us 8. 0.001% |«
func3 67.995us 8.495us 8.505us 8.499%us 8. <0.001% |+
funcs | 170.830us 21.330us 21.495us 21.354us 8. <0.001% « L
funch 2.483ms | 310.315us | 310.320us | 310.319%us 8. 0.010% |«
func? 1.733ms | 216.655us | 216.660us | 216.657us 8. 0.007% |«
funcd | 933.295us | 116.660us | 116.665us | 116.662us 8. 0.004% |«
func? 1.077ms | 134.660us | 134.660us | 134.660us 8. 0.002% |«
funcl0 8.732ms 1.091ms 1.092ms 1.092ms 8. 0.038% |+
funcll | 195.985us 24.495us 24.500us 24.498us 8. <0.001% |+
funcl3 | 883.955us | 25.995us | 110.495us | 68.163us 32. 0.003% |«
Funcl4J 115.990us 14.495us 14.500us 14.49%us 8. <0.001% |+ b
4 | I
funcs: 103. total: 22.618ms intr: 2.574ms 10 workarounds
survey

funcs: <number>

number of functions in the trace

total: <time>

total measurement time

intr: <time> total time in interrupt service routines
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survey (issue indication)

stopped: <time> The analyzed trace recording contains program stops. <time>
indicates the total time the program execution was stopped.

<number> problems The nested analysis contains problems. Please contact
support@Ilauterbach.com.

<number> workarounds The nested analysis contains issues, but TRACES32 found solutions
for them. It is recommended to perform a sanity check on the
proposed solutions.

stack overflow at The nested analysis exceeds the nesting level 200. It is highly likely
<record> that the function exit for an often called function is missing. The
command Trace.STATistic.TREE can help you to identify the
function. If you need further help please contact
support@Ilauterbach.com.

stack underflow at The nested analysis exceeds the nesting level 200. It is highly likely
<record> that the function entry for an often executed function is missing. The
command Trace.STATistic.TREE can help you to identify the
function. If you need further help please contact
support@Ilauterbach.com.

The main reasons for all the issues are code optimizations.
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columns

range (NAME) function name, sorted by their recording order as default
. HLL function
funcé
. (root)
{root)

The function nesting is regarded as tree, (root) is the root of the function nesting.
. Interrupt service routine

05_InterruptTable+0x78

. HLL trap handler (not implemented yet)
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= | B:Trace STATistic. FUNC ===
(& setup...[ iii Groups... | 2 Config...| [ Goto... || =] Detailed || ] Nesting || = Chart |
funcs: 33. total: 22.760s
range [total min max avr count intern® [1%
(root) 22.760s - 22.760s 22.760s - 0. 0003
main 22.760s - 22.760s 22.760s 1.(0/1) 0.009% |+
func2 1.062ms | 132.495us | 132.830us | 132.786us 8. 0.003% |+
funcl | 846.290us 13.330us 16.005us 15.112us 56. 0.003% |+
func2a | 563.975us 70.495us 70. 500us 70.497us 8. 0.002% |+
func2b | 557.305us 69. 660us 69. 665us 69.663us 8. 0.002% |+
func2c 33.832ms 4.114ms 4.303ms 4.22%ms 8. 0.148% |+
func2d | 654.630us 81.825us 81.830us 81.82%us 8. 0.002% |+
funcd | 241.320us 30.160us 30.170us 30.165us 8. 0.001% |+
func3 67.995us &.495us &.505us &.499%us 8. <0. 001% |+
func5 | 170.830us 21.330us 21.495us 21.35%4us 8. <0.001% « L
funcé 2.483ms | 310.315us | 310.320us | 310.319us 8. 0.010% |+
func? 1.733ms | 216.655us | 216.660us | 216.657us 8. 0.007% |+
func® | 933.295us | 116.660us | 116.665us | 116.662us 8. 0. 004% |+
func9 1.077ms | 134.660us | 134.660us | 134.660us 8. 0.002% |+
funcl0 8.732ms 1.091ms 1.092ms 1.092ms 8. 0.038% |+
funcll | 195.985us 24.495us 24, 500us 24.498us 8. <0. 001% |+
funcl3 | 883.955us 25.995us | 110.495us 68.163us 32. 0.003% |+
funcl4 | 115.990us 14.495us 14. 500us 14.49%us 8. <0. 001% |+ -
J«; I b
columns (cont.)
total total time within the function
min shortest time between function entry and exit, time spent in interrupt
service routines is excluded
No min time is displayed if a function exit was never executed.
max longest time between function entry and exit, time spent in interrupt
service routines is excluded
avr average time between function entry and exit, time spent in interrupt
service routines is excluded
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= | B:Trace STATistic. FUNC ===
[W Setup...][ijiGroups... ][== Conﬁg...][ 1 Goto... ][E Detailed]uEil Nesting ]@ Chart ]
funcs: 33. total: 22.760s
range [total min max avr count intern® [1%
(root) 22.760s - 22.760s 22.760s - 0. 000% o
main | 22.760s - 22.760s 22.760s L(0/1) 0.009% |« 1
func2 1.062ms | 132.495us | 132.830us | 132.786us 8. 0.003% |«
funcl | 846.290us | 13.330us | 16.005us | 15.112us 56. 0.003% |«
func2a | 563.975us 70.495us 70.500us 70.497us 8. 0.002% |+
func2b | 557.305us | 69.660us | 69.665us | 69.663us 8. 0.002% |«
func2c 33.832ms 4.114ms 4.303ms 4.229ms 8. 0.148% |+
func2d | 654.630us | 81.825us | B81.830us | B81.82%us 8. 0.002% |«
funcd | 241.320us 30.160us 30.170us 30.165us 8. 0.001% |«
func3 67.995us 8.495us 8.505us 8.499%us 8. <0.001% |+
funcs | 170.830us 21.330us 21.495us 21.354us 8. <0.001% « L
funch 2.483ms | 310.315us | 310.320us | 310.319%us 8. 0.010% |«
func? 1.733ms | 216.655us | 216.660us | 216.657us 8. 0.007% |«
funcd | 933.295us | 116.660us | 116.665us | 116.662us 8. 0.004% |«
func? 1.077ms | 134.660us | 134.660us | 134.660us 8. 0.002% |«
funcl0 8.732ms 1.091ms 1.092ms 1.092ms 8. 0.038% |+
funcll | 195.985us 24.495us 24.500us 24.498us 8. <0.001% |+
funcl3 | 883.955us | 25.995us | 110.495us | 68.163us 32. 0.003% |«
Funcl4J 115.990us 14.495us 14.500us 14.49%us 8. <0.001% |+ b
4 Tl b

columns (cont.)

count

number of times within the function

If function entries or exits are missing, this is displayed in the following format:

<times within the function >. (<number of missing function entries>/<number of missing function exits>).

count

2. (2/8)

Interpretation examples:

1. 2. (2/0): 2 times within the function, 2 function entries missing
2. 4. (0/3): 4 times within the function, 3 function exits missing
3. 11. (1/1): 11 times within the function, 1 function entry and 1 function exit is missing.

If the number of missing function entries or exits is higher the 1 the analysis
performed by the command Trace.STATistic.Func might fail due to nesting
problems. A detailed view to the trace contents is recommended.

columns (cont.)

intern%
(InternalRatio,
InternalBAR.LOG)

ratio of time within the function without subfunctions, TRAP
handlers, interrupts
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Pushing the Config... button allows to display additional columns

E | B:Trace STATistic. FUNC (===
(& setup...[ iii Groups... | 2 Config...|[ [ Goto... || =] Detailed || ] Nesting || = Chart |
funcs: 33. total: 22.760s
range [total min max avr count intern® [1% i
(root) 22.760s - 22.760s 22.760s - 0.000%
main 22.760s - 22.760s 22.760s 1.(0/1) 0.009% |+
func2 1.062ms | 132.495us | 132.830us | 132.786us 8. 0.003% |+
funcl | 846.290us 13.330us 16.005us 15.112us 56. 0.003% |+
Eunczg 563.9?5us ?;\ ADC IO Con IO ANDT o Fa oY a i Ta P )
unc2 557.305us | 6| =® giitictic Confi B [z
func2c | 33.83Zms = i B B
func2d | 654.630us | 8§ — Sort available selected
Funcs | “&7:555s | || @ oFF NAVE - Tota
func5 | 170.830us | 2| | © Nesting TASK MIN =
il i TotalRatio MAX "
; _ GROUP TotalBAR.LOG | AVeRage
©) Address TotalBAR.LIN Count
© svmbol InternalRatio
leuls IAVeRage InternalBAR.LOG
O InternalRatio | | | IMIN |
*) TotalRatio IMAX
) . InternalBAR.LIN
) Ratio External
) Count EAVeRage
= EMIN
: TotéIMAX EMAX
- RatioMAX ExternallNTR ™
[Tl Al windows

columns (cont.) - times only in function

Internal total time between function entry and exit without called sub-functions,
TRAP handlers, interrupt service routines

IAVeRage average time between function entry and exit without called sub-
functions, TRAP handlers, interrupt service routines

IMIN shortest time between function entry and exit without called sub-
functions, TRAP handlers, interrupt service routines

IMAX longest time spent in the function between function entry and exit without
called sub-functions, TRAP handlers, interrupt service routines

InternalRatio <Internal time of function>/<Total measurement time> as a numeric
value.

InternalBAR <Internal time of function>/<Total measurement time> graphically.
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columns (cont.) - times in sub-functions and TRAP handlers

External total time spent within called sub-functions/TRAP handlers
EAVeRage average time spent within called sub-functions/TRAP handlers
EMIN shortest time spent within called sub-functions/TRAP handlers
EMAX longest time spent within called sub-functions/TRAP handlers

columns (cont.) - interrupt times

ExternalINTR total time the function was interrupted
ExternalINTRMAX max. time one function pass was interrupted
INTRCount number of interrupts that occurred during the function run-time
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The following graphic give an overview how times are calculated:

——  Start of measurement

N . - Entry to funci

-]

- —— Exit of funci

-T- Entry to func1
i|: func2
-
o
c
=
=
b -
o —
o c ° =
= =] c 8
Z - 2 s
= o
g = ks © TRAP1
8 € I I
* [ ° ©
w = [ [
w
I func3
interrupt 1

Exit of func1i

— Entry to funci

- i —— Exit of funci

——  End of measurement
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Additional Statistics Iltems for OS

= | B:Trace STATistic FUNC [o = =
[ﬁ Setup.--][ 1ii Groups... ][== Cnnﬂg..-][ ¥ Goto... ][E Detailed][ i Nesting] = Chart
funcs: 113. total: 6.951s intr: 192.665ms
range [total min max avr count intern® [1% 2% |
funcd 72.651ms 0.313us 1.127us 0.58%us 123408. 1.045% = -
funcg 196.202ms 1.188us 2.113us 1.5%0us 123408. 2. 822% | e—
funcl0 1.937s 15.293us 16.605us 15.692us 123408. 27. 861% e——
sieve 2.396s 18.652us 20.14%us | 19.414us 123408. (0/1) | 34.469%
05_KernReleaseResource 1.262ms | 10.157us | 10.314us | 10.258us 123. 0.018% «
0S_KernTerminateTask 1.049ms 8.478us 8.582us 8.531us 123. 0.015%
0S_PAStartTask+0x30 2.400us - 2.400us 2.400us 1.(1/0) | <0.001% |«
(root) 1.127ms - 1.127ms 1.127ms - 0.000%
0S_TASK_Task_St1 1.124ms 74.985us 75.265us 74.943us 15. (0/1) | <0.001% |+
test 711.729us | 47.355us | 47.570us | 47.449%us 15. <0.001% |« i
| 1L b
. HLL function
func2
HLL function “func2” running in task “Cyclic”
1] A
. Root of call tree for task “Cyclic”
{root)
£ B:Trace STATistic FUNC = e
(& setup...|| i Groups... (38 Config...| R Goto... ||| Detailed|[ ] Nesting || & chart
funcs: 113. total: 6.951s  dntr: 192.665ms
range total min max Vis count dintern® |
(root) 160.813us = 160.813us | 160.813us - 0.000% .
\ main 160.813us - 160.813us | 160.813us 1.(0/1) | <0.001%
ArchInitHardware 0.000us 0.000us - 0.000us 1. . 0003
05_Kernstart0s 146.413us | 146.413us | 146.413us | 146.413us 1. <0.001% ~
« i .
J Unknown task
'
man

Before the first task switch is found in the trace, the task is unknown

. Root of unknown task

{root)
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= B:Trace STATistic FUNC =R E=R==
& Setup...l@(}mupsm I[== Cnnﬂg.--l[ 3 Goto... I[E Deta\\ed][jEﬂ Nesting I = Chart ]
funcs: 113. total: 6.951s  intr: 192.665ms
range [total taskcount |etask etaskmax  |min max avr count intern®% [1% '
0S_PAstartTask+0x30 2.285us 1. 0.000us 0. 000us - 2.285us 2. 285us 1.(1/0) | <0.001% &« .
(root) 863.762ms 125. 6.058s 6.058s - 863.762ms | 863.762ms - 0.000%
05_TASK_Loo 863. 760ms 124, 6.058s 6.058s - 863.760ms | 863.760ms 1.(0/1) | <0.001% |+
Erlci'\esch‘.\c‘.\pIr’l‘cer"rl.a\E\J 863.759ms 124, 6.058s 6.058s - 863.75%9ms | 863.759ms 1.(0/1) 0.078% [+
test 858, 284ms 124. 6.058s 49.268ms | 46.924us | 48.063us | 47.268us 18158. (0/1) 0.943% [+
func2 27.401ms - - - 1.330us 1.904us 1.509us . 0.394% +
func2a 30. 654ms 5. | 245.764ms | 49, 246ms 1.544us 2.176us 1.688us 18158. 0.441% |«
func2b 17.380ms - - - 0.731us 1.409us 0.957us 18158. 0.250% [+
func2d 32.744ms 4. | 196.311ms 49, 207ms 1.59%us 2.410us 1.803us 18158. 0.471% 4
func3 7.442ms - - - 0.405us 0.470us 0.410us 18158. 0.107% + ~
< m S
columns - task/thread related information
TASKCount number of tasks that interrupt the function
ExternalTASK total time in other tasks
ExternalTASKMAX max. time 1 function pass was interrupted by a task
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I Start of measurement

First task switch recorded to trace
First entry to TASK1 —

- ~|: Entry to func1 in TASK1

func2 in TASK1

TASK2
T func2 in TASK1
¥
7 T T
ﬁ c% v T - func3 in TASK1
e gL 2] 8] ¢
b ® = F|l ®
5 5 21 21 3
5 5 0 sl ¢ TRAP1 in TASK1
Y= T = = :
o o - - o
Z ® ° o ©
= g 8 8 :§
g g I ° 2 func4 in TASK1
= w - -
1 TASK3
:I: func4 in TASK1

:I: :|: interrupt1 in TASK1

4 —— Exit of func1 in TASK1

— — Entry to func1 in TASK1
—_ — Exit of func1 in TASK1

Last exit of TASK1 __
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Timing Improvements for OS

The standard NEXUS settings do often not allow to locate exactly the instructions that are already executed
by a newly activated task. This is especially true is Branch History Messaging is used. This might disturb the
task-aware function run-time measurement.

An instruction-accurate assignment of the task switches may improve the results.

IEEE-ISTO 5001-2008 and Subsequent Standards

The Ownership Trace Messages (task switches) can be exactly assigned to an instruction, if the following
setting is done.

NEXUS.PTCM PID_MSR ON ; enable Program Trace Correlation
; Messages for PIDO/NPIDR accesses

NEXUS.POTD ON ; disable Periodic Ownership Trace
; Messages

£ BuTrace.List List. TASK DEFault =n Eoh
(& setup... [ 13 Goto... || F3Find... || fwichart || EProfile | EIMIPS || #More || Xless |
record run |address cycle |data symbol ti.back
se_isync A
-00013778 V:400005BE ptrace "\ imD2_bf1x\0s"055etPID0+0x6 0.160us F

———— task: TASKO (00000009 =
-00013777 V:400005C2 owner 00000009 WWim02_bflxhos4055etPID0+0x0A 0. 300us -

msync E
se_ASYNC
-00013775 V:400005C8 ptrace YW im02_bflxhos4055etPID0+0x10 0.200us -
4 F
Alternative

; mark instruction that performs the task switch for the task-aware
; function run-time analysis
sY¥mbol .MARKER.Create TASKSWITCH osDispatcher+0x100

% BusYmbolMARKERLst [ o= |[ = |[=25)

address 1nfo |
P:000235?8JTASKSWITCH -

4 3
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Problems and Workarounds for OS

TRACE32 analyzes the structure of the program execution by processing the trace information in order to
provide the nesting statistic. The objective is to construct a complete call tree. When a OS is used, it is more
likely the TRACES32 has issues while construction the call tree. There are two types of issues:

. PROBLEMS

A PROBLEM is a point it the trace recording that TRACES32 can not integrate into the current
nesting. TRACES32 does not discard this point for the call tree, it integrates this point by assigning
a meaningful interpretation.

TRACE32 marks functions that include a PROBLEM with ! in the count column.
. WORKAROUNDS

A WORKAROUND is a point it the trace recording that TRACES32 can not integrate into the
current nesting. But TRACE32 integrates this point into the function nesting, by supplementing
information based on previous scenarios in the nesting. TRACE32 marks functions that include a
WORKAROUND with ? in the count column.

It is recommended to drag the count column wider to see all details.

F| B:Trace STATisticFUNC /TASK "Task2” [l ==
I&Setup...” 171 Groups... ][ HH Cnnﬂg...” 1 Goto... ][ = Detailed” {Ei Nesting |[ % Chart |
funcs: 11. total: 6.417s 1 problems
range |total min max avr count arintern¥® (1% 2
(root) 6.417s - 6.417s 6.417s - - + =
EE_rg2stk_exchange 0.620us - 0.620us 0.620us 1.(1/0) <0.001% |«
(root) 22.560us - 22.560us 22.560us - <0.001% «
std_change_context 21.580us - 21.580us | 21.580us 1.(0/1) <0.001% |+
| std_run_task_code 16.140us - 16.140us | 16.140us 1.(0/1) <0.001% |«
EE_oo_thread_stub 15.400us - 15.400us 15.400us 1.(0/1) <0.001% «
|_terminate_savestk 14.420us - 14.420us | 14.420us 1.(0/1) <0.001% |+
FuncTask?2 11.840us - 11.840us | 11.840us 1.(0/1 <0.001% |«
E_oo_TerminateTask 10. 360us - 10. 360us 10. 360us 1.(0/1,11) <0.001% «
hal_terminate_task 3.100us 3.100us 3.100us 3.100us 1. <0. 001% +
hread_end_instance 3.820us - 3.820us 3.820us 1.(0/1) <0.001% |«
< m 3

e

The following two TRACE32 windows are recommended if you want to inspect the issues:

Trace.ListNesting

Trace.List List.TASK List.ADDRESS List.sYmbol DEFault /Track
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Example 1: We inspect the problem with the function EE_oo_TerminateTask.

We start to search for the entry to the function EE_oo_TerminateTask in the task Task2 in the

Trace.ListNesting window.

$9 Trace Find = = =
() Expert @ Cycle ) Group ) Changes ) Up
() Signal @ Down
— address [ expression
EE_oo_TerminateTask T HLL

— Cycle ’—Data
[Find Next| [Find First| [Find Here| [ Find Al | [ clear | [ cancel |
! BrTrace ListNesting =0 E=R2
[ setup.. ] f Goto... ][ #3Find... |[ ElTReE || Mchart |[ == chart ] HProfile || HIMIPS || #More || Xless |
| [ti. back L.y
El
| e
-04172160 ee_start —— s v —— =
-04172159 l:sram_setup W83 ——awv—— 0.740us [ |
-04172158 sram_setup awv—— 0.740us
-04171841 l:cpu _setup "164——a wv——  5.660us
-04171839 @DummyFnl+0x1BA awv——  5.660us
-04171837 l:'mtc _setup "182——a wv——  0.740us
-04171836 intc_setup+0x1A awv—— 0.740us
-04171834 |@ =@ main R S e —
-04171833 |—,—EE_92002?_reg'|ster_IS." "161——a w—— 1.340us ~
J < b
! BrTrace ListNesting =0 E=H 7
(& setup... | A Goto... ][ #Find... || EITREE || Mchart |[ = chart ] HProfile || HIMIPS || #More |[ Xless |
record | [t1.back Loy
————— task: TaskZ (uuuuuuu) o~
-04171786 EE_rg2stk_exchange+0x24 -— B
-04171784 |®= = EE_std_change_context W e —— -
-04171783 |® & EE_std_run_task_code W e ——
04171782 |= 2 EE_oo_thread_stub \—— sy —— =
-04171782 |®= = EE_hal_terminate_savestk W - —— 3

Jf

-04171780

-04171777 l:EE al_terminate_tas lZO—A w——  2.960us

-04171776 EE_hal_terminate_task+0x58 awv—— 2.90us

-04171776 EE_oo_TerminateTask (')4— 1

-04171774 —EE_thread_end_instance o e— ———————
task: NO_TASK (FFFFFFFF) i

In the screenshot above we can see that the exit from the function EE_oo_TerminateTask is marked as a

problem. Why is that?
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Let's examine the function EE_oo_TerminateTask by looking to the trace listing.

i [Bx:Trace.List List. TASK List ADDRESS List.s¥mbol DEFault /Track ] [ |- ]
[&Setup...][ 1 Goto... ][ $3Find... ][ ! Chart ][ B Profile ][ B MIPS ][ 4+ More ][ X Less
record run |address cycle |data symbol ti.back i
A se_beq Ox400010EC -
rEE_oo_TerminateTask+0x6C:
mfmsr ré -
wrteei Ox0
e_lis r&,0x40000000 =
106 3
se_117 r0,0x4
103
e_addlei r8&,r8,0x2364
se_bmaski r5,0x0
stwx r5,r8,r6
se_sth r0,0x0(r4)
4 e_| 0x40000ACO
-04171778 D:400023cC rd-Tlong 00000001 “\\ppc\Global\EE_stkfirst 2.840us
-04171777 V:40000AC0 ptrace ‘\ppchee_oo_asm\EE_hal_terminate_task 1.840us
148 o
EE_hal_terminate_task:
e_rlwinm r4,r3,0x2,0x0,0x1D
149 addis r5, 0, EE_terminate_datatha

e_lis r5,0x40000000 =

In its execution the function EE_oo_TerminateTask calls the function EE_hal_terminate_task.

i [Bx:Trace.List List. TASK List ADDRESS List.s¥mbol DEFault /Track ] o & ==
[&Setup...][ 1} Goto... ][ F3Find... ][ ! Chart ][ B Profile ][ B MIPS ][ 4+ More ][ T Less ]
record run |address cycle |data symbol ti.back i
-04171777 V:40000AC0 ptrace wppciee_oo_asm\EE_hal_terminate_task 1.840us -
148| E
_rlwinm rd4,r3,0x2,0x0,0x1D =
149 r5, 0, EE_terminate_data@ha -
e_lis r5,0x40000000 E |
execution of the function EE_hal_terminate_task
o e_addlei rl,rl,0x60
179 r
4 se_blr 4—
-04171776 | V:40000C2 ‘\ppchee_context\EE_std_run_task_code+0x10 2.960us
rEE_std_run_task_ 0x10:
wrteei 0x0
57
b e_bl 0x40001120
-04171774 | V:40001120 ptrace ‘ppchee_thendin\EE_thread_end_instance 0.740us
81 .
[EE_" read_end_instance ¥
13

Now one would expect the function EE_hal_terminate_task returns with the se_blr instruction to the calling
function (which was EE_oo_TerminateTask). But if we look at the trace listing, we see that the program
execution continued in the middle of the function EE_std_run_task_code.
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But since function EE_std_run_task_code+0x10 does not fit into the call tree and the function
EE_oo_TerminateTask does not continue later in the trace recording, TRACE32 adds the function exit of
EE_oo_TerminateTask to the call tree and marks it with !.

E BuTrace.ListNesting [= | & |3
(& setup... | 1 Goto... || FiFind... || E|TREE |[ fvichart || S#ichart || Eprofile || HEMPS || # More || X Less |
record | | | | [t1.back Loy
——— task: TaskZz (00000001) o~
-04171786 EE_rg2stk_exchange+0x24 -— E
-04171784 |®= = EE_std_change_context W e ——
-04171783 |®= = EE_std_run_task_code W e —— e
-04171782 |®= = EE_oo_thread_stub "—— a v —— =
-04171782 |®= = EE_hal_terminate_savestk W - —— 3
-04171780 |®= = FuncTask2 ‘14— s v ——
~04171/80 _
-04171777 l:EE_ al_terminate_tas 120——a v——  2.960us
-04171776 EE_hal_terminate_task+0x5§ awv—— 2.90us
-04171776 EE_oo_TerminateTask (!) 1
-04171774 —EE_thread_end_instance o e— ———————
task: NO_TASK (FFFFFFFF) i
J ¥ 3
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More Nesting Analysis Commands

Look and Feel (No OS)

Trace.STATistic.FuncDURation <function>

Detailed analysis of a single function, time between

function entry and exit, time spent in interrupt service

routines is excluded.

F | BuTrace STATistic FUNC = -
(& setup... || jifGroups... || 2 Config...| R Goto... || =|Detailed | fFiNesting || =chart |
funcs: 99. total: 4.338s
range [total min max avr count intern® [1% i
Tnit_marker_reader . 560us -

reset_marker_reader =
jinit_input_controller | 14.703us .703us 703us .703us 1. o
JPEG_DecompressInit | 94.674ms 6.192ms 6.595ms 6.312ms 15.
jpeg_abort_decompress | 209.930us | 13.135us | 20.587us | 13.995us 15.
jpeg_abort 1.577ms | 10.835us | 102.797us | 54.373us 29.
free_pool 1.412ms 6.040us | 96.570us | 48.706us 29.
jpeg_t32_src | 127.501us 5.869%us | 45.325us 8.500us 15.
jpeg_read_header | 24.551ms 1.605ms 1.764ms 1.637ms 15. | | Bookmark Max
jpeg_consume_input | 24.452ms 1.599ms 1.757ms 1.630ms 15.
reset_input_controller | 183.915us | 12.205us | 12.950us | 12.26lus 15. | £/ Linkage
reset_error_mgr 38.875us 2.590us 2.595us 2.592us 15. | = P -
< e = | Parents
o = | Children
j‘j Findall Duration
=| Distance Analysis
49 Findall Distance
here... L4
F| BuTrace STAT.FuncDURation P:0x6478 =[]
(& setup... || iwichart || Szoom || Szoom || Elrul |
samples: 520. awr: 7.136us min: 4.315us max: 58.955us
total: 4.338s  in: 3.711ms out: 4.335s ratio: O0.085%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 i
< 0.000us 0. 0.000% o
5.000us 194. | 37.307%
10.000us 308. | 59.230%
15.000us 1. 0.192% |+
20.000us 0. 0.000%
25.000us 0. 0.000%
30.000us 1. 0.192% |+
35.000us 1. 0.192% |+
40.000us 14. 2.692% |——
45.000us 0. 0.000%
50.000us 0. 0.000%
55.000us 0. 0.000%
60.000us 1. 0.192% |+
65.000us 0. 0.000%
70.000us 0. 0.000%
75.000us 0. 0.000%
80.000us 0. 0.000%
> 0. 0.000% -
4 13
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Look and Feel (OS)

Detailed analysis of a single function, time between function entry and exit, time spent in interrupt
service routines and other tasks is excluded.

Trace.STATistic.FuncDURation <function>[ [TASK "<task_name>"]

05_Act

6§TaskForceDispatch

K 105C

T FuncTASKO

ivateTask

heckstack

1.282ms
1.243ms
1.061ms
. 541us
.475us
. 614us
783us
.140ms
.723us
270us
. 083ms

- 1.

122.725us | 125
104.542us | 107
3.932us 4.
18.150us | 18
22.130us | 22.
2.001us 3.

- 2.
17.913us | 18
15.550us | 16
- 2.

282ms

.641us
.223us

078us

.638us

979us
500us
140ms

.643us
. 600us

083ms

1

124.288us
106.144us
3.954us
18.348us
22.661lus
2.555us
18.272us
16.063us

= | B:Trace STATistic. FUNC o] @ =
(& setup... || jiiGroups... || 2 Config...| R Goto... || =|Detailed || {FNesting || &chart |
funcs: 104. total: 22.6l6ms intr: 2.632ms
max avr count |
1.340ms - 1.340ms -
.322us | 18.150us .375us | 18.575us
15.700us

Statistic

List First

List Last

List Max

1} Goto Max

M Bookmark Max

£| Linkage

| Parents

£| Children

49 Findall Duration
| Distance Analysis

#] Findall Distance

here... L4
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F | B:TraceSTAT.FuncDURation P:0x40000868 == =
(& setup...|[ inichart || Szoom || Szoom || ElFul |
samples: 101. avr: 16.031us min: 15.550us max: 16.750us 10 w
total: 22.616ms in: 1.619ms out: 20.996ms ratio: 7.159%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 i
<  15.500us 0. 0.000% -
15.600us 10. 9.900%
15.700us 0. 0.000%
15. 800us 10. 9.900%
15.900us 25. | 24.752%
16.000us 9. 8.910%
16.100us 6. 5.940%
16.200us 5. 4. 950% | e——
16. 300us 5. 4. 950% | e——
16.400us 11. | 10.891%
16. 500us 13. | 12.871%
16. 600us 1 0.990% |+
16.700us 3 2.970% |——
16. 800us 3. 2.970% |e——
16.900us 0. 0.000%
17.000us 0. 0.000%
17.100us 0 0.000%
= 0 0.000% -
4 13

Please be aware, that details are shown for all function runs. If you are interested in a task-specific analysis,
you have to use the /TASK “<task_name>" option.

= B:Trace STAT.FuncDURation P:0:40000B68 /TASK "TASKD" ol ==
(& setup... || iwichart |[ Szoom || Szoom || Elrul |
samples: 21. avr: 15.979us min: 15.700us max: 16.750us 10 w
total: 22.616ms in: 335.56Bus out: 22.280ms ratio: 1.483%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 i
<  15.700us 0. 0.000% -
15. 800us 4. 19.047%
15.900us 7.0 33.333%
16.000us 4. 19.047%
16.100us 0. 0.000%
16.200us 3. | 14.285%
16.300us 0. 0.000%
16.400us 1. 4. 761% | ———
16. 500us 0. 0.000%
16. 600us 0. 0.000%
16.700us 0. 0.000%
16. 800us 2. 9.523%
16.900us 0. 0.000%
17.000us 0. 0.000%
17.100us 0. 0.000%
17.200us 0. 0.000%
17.300us 0. 0.000%
= 0. 0.000% -
4 [
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Trace.Chart.Func
- graphical display

Cov  Window Help
* Perf Configuration...
E| Perf List
E| Perf List Dynamic

O Perf Off
Distribution L4 E Show Numerical
Duration Ato B L4 E Show as Tree
Distance trace records L4 E Show Detailed Tree

Show as Timing

Reset

Look and Feel (No OS)

Nested function run-time analysis

% B:Trace.Chart.Func EI@
[W Setup...]miGroups... ][== Conﬁg..-][ I} Goto... ][ #1Find... ][ 4k In ][N Out][KN FuII]
480.000us 500.000us 520.000us 540.000us 560.000us
Fange iy 1 1 1 1 1 I
(root) 4 ) ] ) ) ) ) . . . -
main - . - —— —+— = -
func2iiy . . : . : i . . |
funcliy . . : . : ENEE .
func2al . . : . : ] . .
func2bl4 . . : . : ] . .
func2c . . : . : ] . .
func2di . . : . : ] . .
funcd iy . . : . : ] . .
func3iiy . . : . : ] . .
Func5 Ry ) ) . : . : ] . .
Funch </ I——— ) ) ) ) | ) )
func? | I ) | . .
Funcs i L _________ . .
Funcd | | _aaes | )
Funcl0Hy . ) |
funcllFy ) ) -
I ™ b
Look and Feel (OS)
= BiTrace.Chart. FUNC ==
& Setup...]@(}mupsm ][== Cnnﬂg.--][ 1 Goto... ][ #1Find... ][ 4k In ][N Dut]["ﬂ Full]
00s -6.823970000s -6.8239600
rangex» 1 1 |
O5_TASK_Loo| 4 &
End'lessLoopInternaq F —— - — -
test b — i E— =+ - }
FFun§2 ¥ [ ]
uncza “
func2b W@ o -
func2d ¥ ——
func3 W@ ) . LI
funcs W@ o .,
func9 ¥ —— -
Jt v « »
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Trace.STATistic.TREE Nested function run-time analysis
- tree display

Cov Window Help
& Perf Configuration...
£ Perf List

E| Perf List Dynamic

O Perf Off
Distribution L4 ﬂshow MNumerical
Duration Ato B M E
Distance trace records L4 Eshow Detailed Tree

#uf Show as Timing
| Show Nesting

Reset

Look and Feel (No OS)

| BuTrace STATistic, TREE
& Setup...][iiGroups... J(=2 Config...|[ R4 Goto... ||| Detailed]| ] Nesting ]@ Chart |
funcs: 37. total:  3.488s
range |tree total |min |max avr count -l
(root) [& (root) 3.488s - 3.488s 3.488s - -
in|—= main 3.488s - 3.488s 3.488s 1.(0/1) |
o func2 265.315us | 132.490us | 132.825us | 132.658us 2.
—. funcl 86.500us | 13.500us | 16.170us | 14.417us 6.
- func2a 141.330us | 70.665us | 70.665us | 70.665us 2.
- func2b 139.660us | 69.830us | 69.830us | 69.830us 2.
=+ func2c 8.450ms 4.147ms 4.303ms 4.225ms 2. E
- func2d 163.990us | 81.995us | 81.995us | 81.995us 2. 3
- func4 60.325us | 30.160us | 30.165us | 30.163us 2.
- func3 17.000us 8. 500us &. 500us &.500us 2.
[ funch 43.165us | 21.500us | 21.665us | 21.583us 2.
— - funcé 620.640us | 310.320us | 310.320us | 310.320us 2.
- func? 433.645us | 216,820us | 216,825us | 216.823us 2.
[ func8 233.320us | 116.660us | 116.660us | 116.660us 2.
& func9 269.650us | 134.825us | 134.825us | 134.825us 2.
<" funcl . funcl 126.995us | 15.000us | 16,170us | 15.874us 8.
funcl0 - funcl0 2.183ms 1.092ms 1.092ms 1.092ms 2.
funcll [ funcll 48.995us | 24.495us | 24.500us | 24.498us 2.
funcl3 —= funcl3 220.990us | 110.495us | 110.495us | 110.495us 2.
funcl3 i funcl3 164.655us | 82.325us | 82.330us | §2.328us 2.
funcl3 —= funcl3 108.330us | 54.160us | 54.170us | 54.165us 2.
funcl3 —. funcl3 52.330us | 26.165us | 26.165us | 26.165us 2. -
< . | *
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Look and Feel (OS)

05_KernTerminateTask
({root)®
05S_PAStartTask+0x3007T

10 0S_TASK_Task_St107ask 51

= | BuTrace STATistic TREE =R =R
[ Setup... || i Groups... |88 Config...| R Goto... ||E] Detailed|[ ] Nesting || = chart |
funcs: 121. total: 6.951s  intr
range [tree total |
(root)Ec = (root) 5.8925 .
05_PAStartTask+0x300C - OS_PAStartTask+0x30 2.340us
demo’\ 0S_TASK_Cyc1ich [ 0S_TASK_Cyclic 5.892s
0S_KernGetResource = 05_KernGetResource 1.275ms
-l 05_GetResourceFromTask’C — . 05_GetResourceFromTask | 767.086us
aveke 05_LeaveKernel® —E 05S_LeaveKernel 3.736ms
05_LeaveKerne]l . 05_LeaveKernel 214.183us
H st testlc —E test 5.845s
t\func2@c - func2 185.175ms
func2al - funcza 208.287ms
©\func2bic - funczb 118.091ms
o func2dic - func2d 222.518ms
func3@ = func3 50. 566ms —
st func8ic - funcg 72.651ms
-\ func9? - func9 196.202ms|=
funclo = funclo 1.937s | |
: s1eve 40MH i sievell - sieve 2.396s
“='\05_KernReleaseResource’ [~ OS_KernReleaseResource 262ms.
i — . 05_KernTerminateTask 049ms.

= (root)
- OS_PAStartTask+0x30
= OS_TASK_Task_St1

= r
=
~
-1
=
i}

i K F—— ;

It is also possible to get a task-specific tree.

Trace.STATistic.TREE /TASK "Cyclic"
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Trace.STATistic.LINKage <address>

Look and Feel (No OS)

Nested function run-time analysis
- linkage analysis

= | B:Trace STATistic. FUNC o ==
(& setup...| iii Groups... | 2 Config...|[ [ Goto... || =] Detailed || ] Nesting || = Chart |
uncs: 33. total: 3.488s ‘
total |min |max avr count [intern®% [1% |
3.488s - 3.488s 3.488s . -
3.488s - 3.488s 3.488s +
265.315us | 132.490us | 132.825us | 132.658us + =
213.495us | 13.500us | 16.170us | 15.250us %
141.330us | 70.665us | 70.665us | 70.665us T 04% |+
139.660us 69.830us 69. 830us 69.830us List First 04% |+
£.450ms | 4.147ms | 4.303ms | 4.225ms sERr 12% |+
163.990us 81.995us 81.995us 81.995us List Last 04% |+
60.325u5 | 30.160us | 30.165us| 30.163us N D1% |¢
17.000us 8. 500us 8. 500us 8. 500us 01% |+
43.165us 21.500us 21.665us 21.583us 3 Goto Max 01% |+ b
] L] | | g Bookmark Max *
B4 Linkage
E Parents
E Children
E Duration
E Distance
here... 4

= | B:Trace STAT LINKage C:0:2000004C
(& setup...[ iii Groups... | 2 Config...| [ Goto... |[=| Detailed || ] Nesting || = Chart |
uncs: 2. total: 213.495us
range [total min max |lavr |count [total¥% [1% |
_ext dizbc funcZ | B6.500us [ 13.500us | 16.170us| 14.417us 6. 40. 516% |e—
thdiabc funcd | 126.995us | 15.000us | 16.170us | 15.874us 8. 59, 483% |e—
< i1 ]
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Look and Feel (OS)

[-W Setup... || 1ii Got..p& IEE

Config...| 14 Got?.. |[E] Detailed][ ] Nesting |[ = Chart |

uncs: 113. total: 6.951s  intr: 192.665ms
range [total |min |max avr count |
mo_sieve_40MHz\test, funCZdMCyEW1c 222.518ms 1.59%us 2.009us 1.803us 123408. -
emo_s1 - 50. 566ms 0.405us 0.470us 0.410us 123408.
emo_s1i 72. 651ms 0.313us 1.127us 0.58%us 123408.
1.590us | 1 e
1.937s | 15.293us | 16.605us| L5.692us latttic
2.396s 18.652us | 20.149us | 19.414us
1.262ms | 10.157us | 10.314us| 10.258us
1.049ms 8.478us 8.582us 8.531us
2.400us - 2.400us 2.400us
1.127ms - 1.127ms 1.127ms 1 Goto Max
1.124ms 74.985us 75.265us 74.943us
711.729us | 47.355us | 47.570us | 47.44%us #f; Bookmark Max
23.984us 1.59%7us 1.603us 1.59%us =
\ X 26.025us | 1.715us | 1.774us| 1.735us
_s1eUe_40hH2_test_func2bu§ask_5tl 14.352us 0.952us 0.962us 0.957us | Parents
< n ! £ | Children
E Duration
E Distance
here...

(&b seup.. i ops. 8

Config...|[ ¥ Goto... |[E] Detailed][ ] Nesting ][ % Chart Jc -

uncs: 1

range [total

225.103ms

225.103ms

min max |lavr
1.188us 2.113us | 1.

n1PA_XPC560XP_05_demo_s1eve_40NHzxtestutestJ

<

LIS

|co
590us |

unt
141588.

4
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Third-party Timing Tools

TRACE32 also provides an interface to third-party timing tools. For details refer to “Trace Export for Third-
Party Timing Tools” (app_timing_tools.pdf).
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Function Run-Times Analysis - SMP Instance

This chapter applies for SMP TRACES2 instances.

Flat Analysis

It is recommended to reduce the trace information generated by NEXUS to the required minimum.
. To avoid an overload of the NEXUS port.
. To make best use of the available trace memory.

. To get a more accurate timestamp.

Optimum NEXUS Configuration (No OS)

Flat function run-time analysis does not require any data information if no OS is used. That’s why it is
recommended to switch the broadcasting of data information off.

NEXUS.DTM OFF
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Optimum NEXUS Configuration (OS)

Your function time chart can include task information if you advise NEXUS to export the instruction flow and
task switches. For details refer to the chapter OS-Aware Tracing of this training.

Trace.Chart.sYmbol /TASK "TASKRCV1"

£ B:Trace.Chart.sYmbol /TASK "TASKRCV1" =n R <
| & setup... || Tiicroups... | 22 Config...|[ 1% Goto... [ FaFind... [ 4 1n | »40ut][MFul]
s -647.800ms -647. 600ms -647.400ms
address iy | L 1 |
(root) i ; : i ! LB
(root) -
0STaskInternalDispatch P e
PreTaskHook H¥ | [ 2 % 3 2
FuncTASKRCVL ¥ 1H I : e T e
0S_DisableAllInterrupts K n Z i g 2
05_EnableAllInterrupts “H N | £ 2 4 3
05_setRelAlarm H¥ S | | | i EEE : e
0SWaitRC Ky i I I | £ :
0S_StartScheduleTableRel 4 | ]
05_ClearEvent < : ; u : LIS 3
Optimum Configuration 1 (if OSEK generated OTMs):
NEXUS.OTM ON
Optimum Configuration 2 (if OSEK does not support OTMs, NEXUS class 3 only):
Break.Set TASK.CONFIG(magic[0]) /Write /TraceData
Break.Set TASK.CONFIG (magic[l]) /Write /TraceData
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Function Timing Diagram

TRACE32 PowerView provides a timing diagram which shows when the program counter was in which

function/symbol range.

Pushing the Chart button in the Trace.List window
opens a Trace.Chart.sYmbol window

BuTrace.List

(=[O el

(& setup... [ 3 Goto... | FiFind...

J[ Aeichart || EProfile || EMPS ||

* More ][ Y Less

record |run |address

cle

data

symbol

ti.back

vwsampTellosmc\OSRemotelocActTor+0x134

0.615us

-0000156038 (1 |_
Eoe_

se_1i

e_sth
se_lwz
se_lwz
se_| |\t'|r
se_addi

Cy!
V:000083F8 ptrace
is

r6 -0xEQ000
r ,0x0

~7 , 0x400E( \r 6)
r0,0xl' I
r31,0x0C(r l
ro

rl,0x10

-0000156037

“Wsamplellosisr\0SInterruptDispatcherl+0x14A

3.085us

se_hlr
! V:00007928 p
ey wL ~7

#ul B:Trace.Chart.s¥mbol

E=8 e P

P setup... || i Groups... | 32 Config...][ I3 Goto...

|l 410 |[pa0ut|[WnFul

CoOCDORRRRRERRFR

||_#Find...
Os

address 4

—
N

-1.759350000s

-1.759300000
1 i

(other)

Startos

VTAELE
__ghs_eofn_05_startNonAutosarCore
0SInterruptDispatcherl
05Checkstack

OSISRSystemTimer

05CheckAlarms

0SNotifyAlarmAction
0SSCNotifyAlarmAction
0SSetEvent
OSLeaveISR

05SetImj
05TaskInternalDispatc
OSLongJmy
05TaskForceDispatc|
PreTaskHook
05_WaitEvent
FuncTASKRCVL
05_GetEvent
05_DisableAllInterrupts
05_EnableAllInterrupts
05_SetRelAlarm
0SWaitRC
05_StartScheduleTableRel
5_ClearEvent
OsInsertAlarm
OSISRCore0

OSRCHandler
055CIocAction
05_CancelAlarm
0sKkillAlarm
05_GetResource
05_0SIocReadAcross
memcpy
05_ReleaseResource
PostTaskHook
FuncTASKRCVZ
05_TerminateTask
05TaskTerminateDispatch
0SMCNotifyAlarmAction
FuncTASKSTOP
05_StopScheduleTable
S_GetSpinlock

0s ReTeaseSpwnTock
(other)

(UNKNOWN)

Startos

VTAELE
__ghs_eofn_05_startNonAutosarCore
0SInterruptDispatcherl
05Checkstack
OSISRCorel

OSRCHandler
0SMCSetRelAlarm
OsInsertAlarm
OSMCStartScheduTeTabTeReT
0SSysTimerArm
0SCounterNotify

m

Trace.Chart.sYmbol [/SplitCore /Sort CoreTogether]

Flat function run-time analysis

- graphical display

- split the result per core

- sort results per core and then per
recording order
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] B:Trace.Chart.s¥mbol /Sort CoreSeparated

| & setup... || ifiGroups... | % Config...|| [ Goto... || #Find... || 4pIn || pdout | MMFull|
-2.912500000s

-2.912450000s

(UNKNOWN) - 1 33

Start0Ss: 1 4y

VTABLE : U4y
__ghs_eofn_0S_startNonAutosarCore: (ky
0SInterruptDispatcherl: 04y
0sCheckStack : 04y
OSISRSystemTimer : (04
0sCheckAlarms : 04y
0SNotifyAlarmAction: 04
0SSCNotifyAlarmAction: 04
05SetEvent : U4y

OSLeaveISR: 4y

055et Imy kLl
0STaskInternalDispatch: 0¥
DSLuﬂngE kLl
0STaskForceDispatc| kLl
PreTaskHook : 0 4H
0S_waitEvent : 04y
FuncTASKRCVL : 04
05_GetEvent : U4
05_DisableAllInterrupts: 04
05_EnableAllInterrupts: 04y
0S_setRelAlarm: 04y

0SWaitRC: 04y

VTABLE : | 4¢
__ghs_eofn_0S_startNonAutosarCore: | &k
0SInterruptDispatcherl: 4y I
0sCheckStack : 1 4y

OSISRCorel: 1y

OSRCHandTer : 1 4y
0sMCSetRelAlarm: 1 4y
0SInsertAlarm: 14y
0S_startScheduleTableRel : 04H
0sMCStartScheduleTableRel : 14K
0SSysTimerArm: 1 4§
0SCounterNotify: 1K
0SProcessScheduleTable: 1 4¥
0SNotifyAlarmAction: 1K
0SSCNotifyAlarmAction: | &K

OSLeaveISR: 1 4r I .
0S_ClearEvent : 04y
055et Imy kLl [ ]
0sTaskInternalDispatch: k¥
PreTaskHook: 1 4¥ i ]

FuncTASKSNDL : 1 &K
0S_0SIocWriteAcrossRef: 1 4H
OsInsertAlarm: 04y

memcpy : | 4

0SIocAction: 14y
OSRemoteIocAction: | k¥
0OSWaitRC: 14y

address ¥ | ! y
(other) T4y -
(other): 14

Star t0S - (4| I

m

Trace.Chart.sYmbol [/SplitCore] /Sort CoreSeparated

Flat function run-time analysis
- graphical display

- split the result per core

- sort the results per recording order

Sl B:Trace.Chart.s¥mbol /MergeCore

| & setup... || ifiGroups... | 22 Config...|[ (3 Goto... || #3Find... || 4»In |[pdout|MMFul

-2.912400000s
address L

-2.912350000s
1

(other) W
(UNKNOWN)
Start0Sky
VTAELE v
__ghs_eofn_05_StartNonAutosarCore il
OSInterruptDispatcherls| HEEEEE I
05Checkstack -
OSISRSystemTimer <
05CheckAlarms 4
0SNotifyAlarmAction)
0SSCNotifyAlarmAction
0SSetEvent iy
OSLeaveISRiy
0SSetImp
05TaskInternalDispatchi
0SLongJImp |
05TaskForceDispatchi
PreTaskHook 4
05_WaitEventi
FuncTASKRCV 4y
05_GetEvent iy
05_DisableAllInterrupts
05_EnableAllInterrupts )

e«

Trace.Chart.sYmbol /MergeCore

Flat function run-time analysis
- graphical display
- merge the results of all cores
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Function Timing Diagram (Including Task Information)

Default setting
Trace.Chart.sYmbol [/MergeTASK] [/SplitCore /Sort CoreTogether]

Display function time chart with task information
Trace.Chart.sYmbol /SplitTASK [/SplitCore /Sort CoreTogether]

| B:Trace Chart.s¥mbol /SplitTASK o ==
[WSetup...][ 1 Groups... ][ HH Conﬁg...][ I3 Goto... ][ #iFind... ][ 4 In ][ &) Out][KNFuII]
-3.939850000s -3.939800
addressy| | | |
05TaskInternalDispatch s ; i 3 [ ] : : ] ; -
05InterruptDispatcherl | I i j ) : :
0SRCHandler . : : : i : S u
OS5LeavelISR 4 : I . 3 ; : 3
0SSetIm o : L : : : :
05TaskInternalDispatc s : ) : S : ;
PreTaskHook s : ; : 3 o ] : : :
FuncTASKRCV2 o ; : : : ) : o
05_GetResource L R e | |i&d
T T = "

Bu:Trace.Chart.sYmbol /Split TASK
pl

(& setup... || il Groups... |[ 38 Config...|[ 3 Goto... || #iFind... || 4»1n |[p4Out|[MMFull]
-13.783100000s -13.783050000s
addressy| | | |
(root) ¢13 : ; : : ; 3 3 -
(root) e ]
_start A : : (Ml : : : -
__ghs_board_memory_init | ! : : :
__dotsyscall o ; i [ ] i : i i
_ _ghs_ind_crt0 s - N B m
mems et 4 : e B B
memcpy M : :
__ghs_ind_crtl I - i -
< mlr <[ 3

@ <task_name> Task name information
@(unknown) J Function was running before the OS was started
o Function was recorded before first task switch information
was recorded
(root)@(unknown) No trace information available
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Display function time chart for the specified task

Trace.Chart.sYmbol /TASK <task_name> [/SplitCore /Sort CoreTogether]

| B::Trace.Chart.s¥Ymbol /TASK "TASKRCV2"

(o8 sl

(& setup... || iii Groups... |[ 88 Config...|[ 13 Goto... || FiFind... || 4»In |[p4Out|[MMFull]

-2.041000000=

-2.0405900000s

addressiy_, 1 =
(root) e R
(root) I
0STaskInternalDispatch A . 3 : o
PreTaskHook {H ol i
FuncTASKRCV2 Abf | k& _ Sl P ol £ S B : :
0S_GetResource A I : : : : : 3 :
05_05IocReadAcross L. I ! ; . ; :
memcpy L |l ; 3 ; : ;
0S_ReleaseResource e I : .
05_TerminateTask o ; o :
0sTaskTerminateDispatch e 1 EEm
05CheckStack o .
PostTaskHook i I d

@ <task_name>

Functions running while the specified task was running

(root)@(unknown)

All other trace information
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Did you know?

4l B:Trace.Chart.sYmbol

‘WSetup.-- ” 1id Groups... H = Cnnﬁg...ﬂ I} Goto... ” FiFind... H 4rIn ” &) Dut” HMFull ‘
-1.150400000s

__ghs_eofn_05_startNoniytosarCore
0SInterruptDigpatcherl
ckStack

0SProcessscheduleTabl

-1.150200000s

== Chart Config
Sort
@ OFF
~) Nesting
_ GROUP
_ Address
_ s¥mbol
_ InternalRatio
_ TotalRatio
_! Ratio
) Count
| TotalMAX
_! RatioMAX

[l Al windows

[E=5 EoR 5
Sort visible

~ Global

@ Window
Sort core

*) CoreTogether
@ CoreSeparated

-—— Select Window

and
CoreSeparated

If Window and CoreSeparated is selected in the Chart Config window, the functions that are active at the
selected point of time are visualized in the scope of the Trace.Chart.sYmbol window. This is helpful

especially if you scroll horizontally.

For a detailed description of all Sort options provided by the Chart Config window refer to the command

description of Trace.STATistic.Sort.
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Numeric Analysis

Analog to the timing diagram also a numerical analysis is provided.

| BuTraceSTatistic.s¥Ymbol EI@
|WSetup...] 1Ll Groups... ” HH Cnnﬂg.--” 1 Goto... ”EDetailed” =|Tree || | Chart “_EPmﬂ\e |
items: 90. total: 1.256s samples: 607808.
address total min max avr count ratio¥ [1% 2%
OSKiTTATarm 384.695us 4_805us 4.810us 4.809us 80. 0.030% [+ -
05_GetResource 3.279ms | 25.150us | 27.015us | 25.820us 127 0.261% «
05_0SIocReadAcross 1.619ms 2.710us 9.870us | 12.745us 127 0.128% «
memcpy 663.230us 4.930us 5.675us 5.222us 127. 0.052% +
0s_ReleaseResource 3.947ms 31.065us 31.085us 31.077us 1275 0.314% «
PostTaskHook 122.505us 0.860us 1.115us 0.935us 131. 0.009% «
FuncTASKRCV2 196.935us 0.490us 1.975us 4.190us 47. 0.015% |+
0S_TerminateTask 458. 640us 8.875us 9.740us §.993us 51. 0.036% [+
05TaskTerminateDispatch 641.470us 2.215us 6.415us | 12.578us 51. 0.051% «
0OSMCNotifyAlarmAction 17.635us 4._065us 4.565us 4.409us 4. 0.001% +
FUncTASKSTOP 18.380us 0.370us 1. 850us 4.595us 4. 0.001% +
05_StopScheduleTable 121.585us | 12.330us | 18.375us | 30.3%us 4. 0.009% «
(other) 0.000us 0.000us - 0.000us 0. 0. 000%
(UNKNOWN) 0.620us 0.620us 0. 620us 0.620us 1.(1/0) | <0.001% « =
Startos 1.204s 12.455us | 226. 588ms 1.204s = 95. 840% | e——
VTABLE 92.830us 0. 365us 0. 740us 92.830us 1.(1/0) 0.007% +
__ghs_eofn_0S_StartNonAutosarCore 1.019ms 1.355us 3. 820us 4.109us 248, 0.081%
0SInterruptDispatcherl 6.563ms 2.220us | 17.140us | 26.464us 248, 0.522% |«
05CheckStack 1.883ms 2.835us 5.920us 3. 858us 488. 0.149% +
0SISRCorel 22.080us 1.725us 2.100us 1.840us 1 0.001% +
0SRCHandler 177.450us 4.560us | 10.360us | 14.788us 12 0.014% «
0SMCSetRelAlarm 68. 805us 1.600us | 15.660us | 17.20lus 4. 0.005% +
0sInsertAlarm 90.660us 1.480us 9.500us | 11.333us 8. 0.007% +
osMcstartScheduleTablerel 74.730us 2.215us | 16.405us | 18.683us 4. 0.005%
0SSysTimerArm 562.090us 2.215us 3. 330us 2.304us 244, 0.044% +
0SCounterNotify 3.877ms 4.560us 9.005us | 16.153us 240. 0.308%
0SProcessScheduleTable 2.251ms 3.080us 8.510us 9.379%us 240. 0.179% ¢ -
K I r
survey
item number of recorded functions/symbol regions
total time period recorded by the trace
samples total number of recorded changes of functions/symbol regions
(instruction flow continuously in the address range of a
function/symbol region)
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| BuTraceSTatistic.s¥Ymbol EI@
|WSetup.--“ 11 Groups... ” = Cnnﬂg.--” 1 Goto... ” EDetailed” =|Tree || | Chart “_EPmﬂ\e |
items: 90. total: 1.256s samples: 607808.

address total min max avr count ratio¥% 1% 2% |

OSKiTTATarm 384.695us 4_805us 4.810us 4.809us 80. 0.030% [+ -
05_GetResource 3.279ms | 25.150us | 27.015us | 25.820us 127 0.261% «
05_0SIocReadAcross 1.619ms 2.710us 9.870us | 12.745us 127 0.128% «
memcpy 663.230us 4.930us 5.675us 5.222us 127. 0.052% +
0s_ReleaseResource 3.947ms 31.065us 31.085us 31.077us 1275 0.314% «
PostTaskHook 122.505us 0.860us 1.115us 0.935us 131. 0.009% «
FuncTASKRCV2 196.935us 0.490us 1.975us 4.190us 47. 0.015% |+
0S_TerminateTask 458. 640us 8.875us 9.740us §.993us 51. 0.036% [+
05TaskTerminateDispatch 641.470us 2.215us 6.415us | 12.578us 51. 0.051% «
0OSMCNotifyAlarmAction 17.635us 4._065us 4.565us 4.409us 4. 0.001% +
FUncTASKSTOP 18.380us 0.370us 1. 850us 4.595us 4. 0.001% +
05_StopScheduleTable 121.585us | 12.330us | 18.375us | 30.3%us 4. 0.009% «

(other) 0.000us 0.000us - 0.000us 0. 0. 000%

(UNKNOWN) 0.620us 0.620us 0. 620us 0.620us 1.(1/0) | <0.001% e

Startos 1.204s 12.455us | 226.588ms 1.204s < 95. 84 0%  —
VTABLE 92.830us 0. 365us 0. 740us 92.830us 1.(1/0) 0.007% +
__ghs_eofn_0S_StartNonAutosarCore 1.019ms 1.355us 3. 820us 4.109us 248, 0.081%
0SInterruptDispatcherl 6.563ms 2.220us | 17.140us | 26.464us 248, 0.522% |«
05CheckStack 1.883ms 2.835us 5.920us 3. 858us 488. 0.149% +
0SISRCorel 22.080us 1.725us 2.100us 1.840us 1 0.001% +
0SRCHandler 177.450us 4.560us | 10.360us | 14.788us 12 0.014% «
0SMCSetRelAlarm 68. 805us 1.600us | 15.660us | 17.20lus 4. 0.005% +
0sInsertAlarm 90.660us 1.480us 9.500us | 11.333us 8. 0.007% +
osMcstartScheduleTablerel 74.730us 2.215us | 16.405us | 18.683us 4. 0.005%
0SSysTimerArm 562.090us 2.215us 3. 330us 2.304us 244, 0.044% +
0SCounterNotify 3.877ms 4.560us 9.005us | 16.153us 240. 0.308%

0SProcessScheduleTable 2.251ms 3.080us 8.510us 9.379%us 240. 0.179% ¢ -

K 1 r
function details
address function/symbol region name

(other) program sections that can not be assigned to a
function/symbol region
(UNKNOWN) program sections that can not be decoded

total time period in the function/symbol region during the recorded time
period
min shortest time continuously in the address range of the

function/symbol region

max longest time continuously in the address range of the
function/symbol region

avr average time continuously in the address range of the
function/symbol region (calculated as total/count)

count number of new entries (start address executed) into the address
range of the function/symbol region

ratio ratio of time in the function/symbol region with regards to the total
time period recorded
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Trace.STATistic.sYmbol /MergeCORE

Trace.STATistic.sYmbol /Sort CoreSeparated

Trace.STATistic.sYmbol [/MergeTASK]

Trace.STATistic.sYmbol /SplitTASK

Trace.STATistic.sYmbol /TASK <task_name>

Flat function run-time analysis
- numerical display
- merge the results of all cores

Flat function run-time analysis

- numerical display

- split the result per core

- sort the results per recording order

Flat function run-time analysis (OS)
- numerical display
- no task information

Flat function run-time analysis (OS)
- numerical display including task
information

Flat function run-time analysis (OS)
- numerical display for specified task
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Nesting Analysis

Restrictions

1. The nesting analysis analyses only high-level language functions.
2. The nested function run-time analysis expects common ways to enter/exit functions.
3. The nesting analysis is sensitive with regards to FIFOFULLSs.
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Optimum NEXUS Configuration (OS)

TRACE32 PowerView builds up a separate call tree for each task.

Trace.STATistic.TREE /TASK

"TASKRCV1"

m

= | BTrace.STATistic. TREE /TASK "TASKRCVL" o= ==
& setup... || iiiGroups... | 32 Config...| 13 Goto... || EDetailed|| E]Nesting || FHchart
funcs: 25. total: 22.630ms
range tree total min max avr count intern¥ (1%
(root) [= (root) 22.630ms - 22.630ms | 22.630ms - 0.059% [« R
PreTaskHook PreTaskHook 0.865us 0.865us 0.865us 0.865us 1. 0.003% |+
FuncTASKRCVL = FuncTASKRCVL 22.615ms - 22.615ms | 22.615ms 1.(0/1) 3.036% |m—
05_DisableAllInterrupts — 05_DisableAllInterrupts 40.210us 8.015us 8.140us 8.042us 5. 0.177% |+
05_EnableAllInterrupts — 05_EnableAllInterrupts 40.570us 8.015us 8.140us 8.114us 5. 0.179% ¢
05_SetRelAlarm | —E0S_SetRelAlarm 3.902ms | 37.360us | 100.395us | 41.074us 95. 13.205% |mmm—
0SWaitRC 0SWaitRC 341.095us | 68.180us | ©8.325us | 68.21%s 5. 1.507% |me—
OsInsertAlarm OSInsertAlarm 572.445us 6.285us 7.650us 6.360us 90. 2.529% |mm—
05_startScheduleTableRel —E 05_StartScheduleTableRel | 816.825us | 163.165us | 163.880us | 163.365us 5. 0.716% |+
0SWaitRC L— 0sSwaitRC 654.795us | 130.940us | 130.985us | 130.959%us 5. 2.893% |me—
05_ClearEvent — 05_ClearEvent 1.159ms | 12.700us | 14.800us | 12.882us 90. 5. 123% | e—
05_WaitEvent = 05_WaitEvent 5.654ms | 24.165us | 65.620us | 62.824us 90. (0/1) | 7.003% |m—m—
05TaskForceDispatch -2 05TaskForceDispatch 4.069ms | 45.750us | 48.345us | 47.873us 85.(0/1) | 7.865% |mm—m—
05CheckStack 05Checkstack 455.520us 5.300us 5.430us 5.359us 85. 2.012% | m—
PostTaskHook PostTaskHook 73.450us 0. 860us 0.865us 0. 864us 85. 0.324% |+
0sTaskInternalDispatch = 0STaskInternalDispat.. 1.760ms | 19.235us | 20.970us | 20.709us 85.(0/1) | 7.146% |mmm—m—
PreTaskHook — PreTaskHoo 143.020us 1.230us 1.730us 1.703us 84. 0.632% |+
0S_GetEvent — 0S_GetEvent 1.514ms | 15.415us | 18.250us | 17.010us 89. 6. 689% |m—
05_CancelAlarm | —E0S_CancelAlarm 2.490ms | 29.095us | 31.570us | 29.291us 85. 9. 195% |
0sKillalarm L— oskillalarm 408.775us 4.805us 4.815us 4.80%us 85. 1. 806% |mmm—
05_GetResource — 0S_GetResource 2.138ms | 25.150us | 25.165us | 25.158us 85. 9. 44 9% | mum—
05_0SIocReadAcross — 05_0SIocReadAcross 1.488ms | 17.505us | 17.515us | 17.51lus 85. 6. 577% |m—
05_ReleaseResource — 0S_ReleaseResource 2.642ms 31.070us 31.085us 31.078us 85. 11.673% |mumm—
05_GetSpinlock — 05_GetSpinlock 22.690us | 22.690us | 22.690us | 22.690us 1. 0.100% ¢
05_ReleaseSpinlock — 05_ReleasesSpinlock 20.225us | 20.225us | 20.225us | 20.225us 1. 0.089% |+ -
v

In order to hook a function entry/exit into the correct call tree,
task was running when the entry/exit occurred.

TRACE32 PowerView needs to know which

The standard way to get information on the current task is to advise the NEXUS to export the instruction flow
and task switches. For details refer to the chapter OS-Aware Tracing of this training.

Optimum Configuration 1 (if OSEK generated OTMs):

NEXUS.OTM ON

Trace.STATistic.InterruptIsFunction ON

Optimum Configuration 2 (if OSEK does not support OTMs, NEXUS class 3 only):

Break.Set TASK.CONFIG (magic[0])
Break.Set TASK.CONFIG (magic[1l])

Trace.STATistic.InterruptIsFunction ON

/Write /TraceData
/Write /TraceData
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Numerical Nested Function Run-time Analysis for all Software

Trace.STATistic.Func

Cov  MPCSX¥X ORTLAUTOS
& Perf Configuration...

E Perf List

E| Perf List Dynamic

Function Runtime B

Distribution L4
Duration Ato B L4
3

Distance trace records

Nested function run-time analysis
- numeric display

ﬂ Show as Tree
E Show Detailed Tree
#ue] Show as Timing

Task Runtime H| == —
Task Services 4 ‘E'l ow Nesting
Task ISR2s L4
Task Function Runtime 4
Task Status 4
Reset
= | B:Trace STATistic. FUNC == e
(& setup.... || iiGroups... || 52 Config...| I Goto... || =|Detailed|| fE|Nesting || =chart |
funcs: 83. total: 1.378s  intr: 52.171ms
range [total min max avr count intern® [1%
(root) 5.542ms - 5.542ms 5.542ms - 0.112% [« p
(root) 1.378s = 1.378s 1.378s = 50. 000% |m—
main 2.436ms - 2.436ms 2.436ms 1.(0/1) | <0.001% [+
StartCore 9. 865us 9. 865us 9. 865us 9.865us 1 <0.001% |+
startos 2.414ms - 2.414ms 2.414ms 1.(0/1) 0.007% |+
05InitApplications 28.980us | 2B8.980us | 28.980us | 28.980us 1. 0.001% |+
05InitializelISR 2.014ms 2.014ms 2.014ms 2.014ms 1. 0.073% +
05InitSystemTimer 3.575us 3.575us 3.575us 3.575us 1. =0. 001% |+
0SWaitCoreSynch 10.235us 3. 945us 6.290us 5.118us 2. =0. 001% |+
0SInitTasks 68.200us | 68.200us | 68.200us | 68.200us 1. 0.002% + A
05InitResources 20. 840us 20. 840us 20. 840us 20. 840us 1 <0.001% |+ 3
0SInitCounters 10. 605us 10. 605us 10. 605us 10. 605us ] <0.001% |+
05InitAlarms 11.100us 11.100us 11.100us 11.100us 1 b2 <0.001% |+
05InitScheduleTables 3. 580us 3. 580us 3. 580us 3. 580us 1. =0. 001% |+
05Initspinlock 2.590us 2.590us 2.59%0us 2.59%0us 1. =0. 001% |+
05INitI0C 11.350us 11.350us 11.350us 11.350us 3 b <0.001% |+
05I0C_Init 0.865us 0.865us 0.865us 0.865us 1 <0.001% |+
055tartSystemTimer 3.085us 3.085us 3.085us 3.085us 1: <0.001% |+
05TaskForceDispatch 21.830us - 21.830us | 21.830us 1.(0/1) | <0.001% |+
05CheckStack 3.575us 3.575us 3.575us 3.575us 1. =0.001% [+
05TaskInternalDispatch 6.170us - 6.170us 6.170us 1.(0/1) | <0.001% [+
(root) 22.630ms - 22.630ms | 22.630ms - <0.001% |+
PreTaskHook 143.885us 0. 865us 1.730us 1.693us 85. 0. 005% |+
FuncTASKRCVL 22.615ms - 22.615ms 22.615ms 1.(0/1) 0.024% |«
05_DisableAllInterrupts 40.210us 8.015us 8.140us 8.042us 5. 0.001% |+
05_EnableAllInterrupts 40.570us 8.015us 8.140us 8.114us 5. 0. 001% |+
05_SetRelAlarm 3.902ms 37.360us | 100.395us | 41.074us 95. 0.108% |+
0SWaitRC 995. 890us 68.180us | 130.985us 99.589us 10. 0.036% |+
05_StartScheduleTableRel 816.825us | 163.165us | 163.880us | 163.365us 5. 0. 005% |+
05_ClearEvent 1.159ms 12.700us 14.800us 12.882us 90. 0.042% |«
05InsertAlarm 572.445us 6.285us 7.650us 6.360us 90. 0.020% |+
0S_WaitEvent 5.654ms | 24.165us | 65.620us | 62.824us 90. (0/1) 0.057% |+
(root) 0.000us - - 0.000us - 0.000%
05InterruptDispatcherl 52.171ms 51.040us | 105.080us 59.285us 880. (0/1) 0.964% |+
05Checkstack 3.422ms 3. 695us 6.170us 3. 88Bus 880. 0.124% |+
0SISRCorel 3.690ms 24.535us 28.490us 26. 544us 139. 0.010% |+
0SRCHandler 3.407ms 22.440us 26.635us 24.508us 139. 0.075% [+
055CIocAction 1.29%ms 7.890us 10.730us 9. 586us 135. 0.029% [+
0sSetEvent 496. 865us 3.210us 5.800us 5.583us 89. 0.018% [+
0S_GetEvent J 1.514ms 15.415us 18.250us 17.010us 89. 0.054% |« 5
4 | m 3

display.

Task-specific function run-time analysis, core information is discarded.

Interrupt service routines are assigned to (@interrupt) task, per core display.

Functions that can not be assigned to a task are assigned to the (@unknown) task, per core
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funcs: 83. total: 1.378s

intr:

52.171ms

survey
func number of functions in the trace

total total measurement time

intr total time in interrupt service routines

£ | B:Trace STATisticFUNC el e =]
| & setup... || ifiGroups... || 28 Config...|[ M Goto... || = |Detailed || fEjNesting || = chart |
funcs: 83. total: 1.378s intr: 52.171ms
range [total min max avr count intern¥% [1% |
{root) 22.630ms - 22.630ms | 22.630ms - <0.001% [+ ~
PreTaskHook 143, 885us 0.865us 1.730us 1.693us 85. 0.005% |+
FuncTASKRCV1 22.615ms - 22.615ms 22.615ms 1.(0/1) 0.024% [«
05_DisableAllInterrupts 40.210us 8.015us 8.140us 8.042us 5. 0.001% |+
0S_EnableAllInterrupts 40.570us &.015us 8.140us 8.114us 5. 0.001% [+
05_SetRelAlarm 3.902ms 37.360us | 100. 395us 41.074us 95. 0.108% [+
0SWaitRC 995, 890us | ©8.180us | 130.985us 99. 58%us 10. 0.036% +
05_startScheduleTablerel 816.825us | 163.165us | 163.880us | 163.365us 5. 0.005% [+
S_ClearEvent 1.159ms 12.700us 14. 800us 12.882us 90. 0.042% |+
0sInsertAlarm 572.445us 6.285us 7.650us 6. 360us 90. 0.020% |+
05_WaitEvent 5.654ms 24.165us 65.620us 62.824us 90. (0/1) 0.057% [+ -

columns
range (NAME) function name, sorted by their recording order as default
. HLL function, task specific

0SWaitRC

HLL function “OSWaitRC” running in task “TASKRCV1”

L Root of task-specific call tree

{root)

(root) of call tree for task TASKRCV1
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£ | B:Trace STATistic FUNC =2 =R
[WSetup...][iiGmups... ][ HH Cnnﬂg.--][ 3 Goto... ][ EDetailed][ fEiNesting ] = Chart
funcs: 84. total: 1.378s dintr: 56.229ms stack overflow at
range total min max avr count bl ntern% 1% |
] (root)@ 0.000us - - 0.000us - 0.00 ~
obal \VTABLE+0x40@(inte 56.229ms 55.595us | 109.885us | 63.897us 880. (0/1) 0. ].47% +
OSInterruptD‘lspatcherl ! 52.163ms 51.035us | 105.070us 59.276us 880. (0,/1) 0.964% |+
stsk 0sCheckstack? (inte 3.421ms 3.695us 6.165us 3.887us 880. 0.124% |« [
OSISRCorel 3.689ms | 24.530us | 28.490us | 26.540us 1300 0.010% « -
OSRCHandler® 3.406ms 22.435us 26. 640us 24.505us 139. 0.075% |+
0\ 0SSCIocActiond (inte 1.294ms 7.890us | 10.730us 9. 585us a b5 0.029% «
___________________ =i \0S5etEventd( ' | 496.780us 3.205us 5. 800us 5.582us 89. 0.018% |« %
4 m | ]
L Indirect branch into interrupt vector table
o VTABLE+0x40
o Interrupt service function
055etEvent
o Root of @(interrupt)
{root)
= | B:Trace STATistic. FUNC E=n E=h ===
[ setup....|| iii Groups... || 88 Config...|[ nGoto |[Elpetailed|| Elnesting || = chart
funecs: total: 927.758ms intr: 53.269ms stopped: 0. 370us
_range total min max avr count intern¥% [1% 2% 5% 10% i
(root)@(un 197.879ms = 197.879ms | 197.879ms = 10.664% -
(root) 204.222ms 2 204.222ms | 204. 222ms = 11.006%
({root)® te 0.000us - - 0. 000us - 0.000% -
4 | m r

TRACE32 assigns all trace information generated before the first task switch to the @ (unknown) task.
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£ | B:Trace STATstic.FUNC =N ECR |
| & setup... || iiiGroups... || 38 Config...|| R Goto... || =]Detailed|| jFnesting || =chart
funcs: 83. total: 1.378s dintr: 52.171ms
range [total min max avr count intern% [1% |
{root) 22.630ms - 22.630ms | 22.630ms - <0.001% [+ P
PreTaskHook 143, 885us 0.865us 1.730us 1.693us 85. 0.005% [+
FuncTASKRCVL 22.615ms - 22.615ms 22.615ms 1.(0/1) 0.024% 4
0S_DisableAllInterrupts 40.210us 8.015us 8.140us 8.042us 5. 0.001% |+
0S_EnableAllInterrupts 40.570us &.015us 8.140us 8.114us 5. 0.001% [+
05_SetRelAlarm 3.902ms 37.360us | 100. 395us 41.074us 95. 0.108% [+
0SWaitRC 995, 890us | ©8.180us | 130.985us 99. 58%us 10. 0.036% +
05_startScheduleTablerel 816.825us | 163.165us | 163.880us | 163.365us 5. 0.005% [+
S_ClearEvent 1.159ms 12.700us 14. 800us 12.882us 90. 0.042% |+
0sInsertAlarm 572.445us 6.285us 7.650us 6. 360us 90. 0.020% |+
05_WaitEvent 5.654ms 24.165us 65.620us 62.824us 90. (0/1) 0.057% [+ -
4| [ 3

columns (cont.)

total

total time within the function

min

shortest time between function entry and exit, time spent in interrupt
service routines is excluded

No min time is displayed if a function exit was never executed.

max

longest time between function entry and exit, time spent in interrupt
service routines is excluded

avr

average time between function entry and exit, time spent in interrupt
service routines is excluded
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£ | B:Trace STATstic. FUNC | ]
(& setup... || 1iiGroups... || 3% Config...|| 1Y Goto... || = |petailed|| E]Nesting || =chart |
funcs: 83. total: 1.378s inmtr: 52.171ms
range [total min max avr count intern® [1% |
(root) 22.630ms - 22.630ms | 22.630ms - <0.001% [« ~
PreTaskHook 143.885us 0.865us 1.730us 1.693us &5. 0.005%
FuncTASKRCVL 22.615ms - 22.615ms 22.615ms 1.(0/1) 0.024% +
05_DisableAllInterrupts 40.210us 8.015us 8.140us 8.042us 5. 0.001%
05_EnableAllInterrupts 40.570us 8.015us 8. 140us &.114us 5. 0.001% «
05_SetRelAlarm 3.902ms 37.360us | 100. 395us 41.074us 95. 0.108% +
0SwWaitRC 995.89%0us | 68.180us | 130.985us | 99,58%us 10. 0.036% «
05_startScheduleTableRel 816.825us | 163.165us | 163. 880us | 163.365us 5. 0.005%
05_ClearEvent 1.159ms 12.700us 14. 800us 12.882us 90. 0.042% +
osInsertAlarm 572.445us 6.285us 7.650us 6. 360us 0. 0.020% +
05_WaitEvent 5.654ms 24.165us 65.620us 62.824us a0. (0/1) 0.057% |« -
« i b

columns (cont.)

count

number of times within the function

If function entries or exits are missing, this is displayed in the following format:

<times within the function >. (<number of missing function entries>/<number of missing function exits>).

count

2. (2/0)

Interpretation examples:

1. 2. (2/0): 2 times
2. 4. (0/3): 4 times

within the function, 2 function entries missing

within the function, 3 function exits missing

3. 11. (1/1): 11 times within the function, 1 function entry and 1 function exit is missing.

If the number of missing function entries or exits is higher the 1 the analysis
performed by the command Trace.STATistic.Func might fail due to nesting
problems. A detailed view to the trace contents is recommended.

columns (cont.)

intern%
(InternalRatio,
InternalBAR.LOG)

ratio of time within the function without subfunctions and interrupts
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Pushing the Config... button allows to display additional columns

| B:Trace STATistic.FUNC o || =) g8
[ & setup... || Tl Groups... | 28 Config... [ MY Goto... || = |Detailed || Elnesting || Hchart |
funcs: 132, total: 927.758ms intr: 53.269ms
range total min max avr count intern¥% 1% |
05TaskForceDispatch 2.372ms | 45.870us | 48.845us | 47.440us 50.(1/1) 0.056% [+ o
PreTaskHook 71.320us 1.110us 1.605us 1.455us 49, 0.003% +
05_WaitEvent 3.260ms | 18.625us | 65.625us | ©61.510us 53.(1/1) 0.047% 4
(root) 13.107ms - 13.107ms 13.107ms - 0.022% |+
05_GetEvent 871.49 1
05_GetSpinlock 22.5¢ = Statistic Config =N R
05_ReleaseSpinlock 20.10 o .
05_DisableallInterrupts 24,29 [ Sort Sort visible available selected
05_EnableAllInterrupts 24.17 | @ oFf 9 Global HAME o Total
05_SetRelAlarm 2.2¢ | . o p TASK MIN
05WaitRC ‘59?.?3 - Nesting - Windows TotalRatio MAX
~) GROUP Sort core TotalBAR.LOG AVeRage
“) Address @ CoreTogather TotalBAR.LIN Count
i , = InternalRatio
BT 2 T EE IAVeRage InternalBAR.LOG
~) InternalRatio IMIN
_) TotalRatio MAX
i InternalBAR.LIN
- Ratio External
_ Count EAVeRage
EMIN
_) TotalMAX EMAX
- RatioMAX ExternalNTR  ~
[C] All windows
columns (cont.) - times only in function
Internal total time between function entry and exit without called sub-functions,
TRAP handlers, interrupt service routines
IAVeRage average time between function entry and exit without called sub-

functions, TRAP handlers, interrupt service routines

IMIN shortest time between function entry and exit without called sub-
functions, TRAP handlers, interrupt service routines

IMAX longest time spent in the function between function entry and exit without
called sub-functions, TRAP handlers, interrupt service routines

InternalRatio <Internal time of function>/<Total measurement time> as a numeric
value.
InternalBAR <Internal time of function>/<Total measurement time> graphically.
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columns (cont.) - times in sub-functions and TRAP handlers

External total time spent within called sub-functions/TRAP handlers
EAVeRage average time spent within called sub-functions/TRAP handlers
EMIN shortest time spent within called sub-functions/TRAP handlers
EMAX longest time spent within called sub-functions/TRAP handlers

columns (cont.) - interrupt times

ExternalINTR total time the function was interrupted
ExternalINTRMAX max. time one function pass was interrupted
INTRCount number of interrupts that occurred during the function run-time

columns - task/thread related information

TASKCount number of tasks that interrupt the function
ExternalTASK total time in other tasks
ExternalTASKMAX max. time 1 function pass was interrupted by a task
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I Start of measurement

First task switch recorded to trace
First entry to TASK1 —

- ~|: Entry to func1 in TASK1

func2 in TASK1

TASK2
T func2 in TASK1
¥
7 T T
ﬁ c% v T - func3 in TASK1
e gL 2] 8] ¢
b ® = F|l ®
5 5 21 21 3
5 5 0 sl ¢ TRAP1 in TASK1
Y= T = = :
o o - - o
Z ® ° o ©
= g 8 8 :§
g g I ° 2 func4 in TASK1
= w - -
1 TASK3
:I: func4 in TASK1

:I: :|: interrupt1 in TASK1

4 —— Exit of func1 in TASK1

— — Entry to func1 in TASK1
—_ — Exit of func1 in TASK1

Last exit of TASK1 __
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Timing Improvements for OS

The standard NEXUS settings do often not allow to locate exactly the instructions that are already executed
by a newly activated task. This is especially true is Branch History Messaging is used. This might disturb the
task-aware function run-time measurement.

An instruction-accurate assignment of the task switches may improve the results.

IEEE-ISTO 5001-2008 and Subsequent Standards

The Ownership Trace Messages (task switches) can be exactly assigned to an instruction, if the following
setting is done.

NEXUS.PTCM PID_MSR ON ; enable Program Trace Correlation
; Messages for PIDO/NPIDR accesses

NEXUS.POTD ON ; disable Periodic Ownership Trace
; Messages

£ BuTrace.List List. TASK DEFault =n Eoh
(& setup... [ 13 Goto... || F3Find... || fwichart || EProfile | EIMIPS || #More || Xless |
record run |address cycle |data symbol ti.back
se_isync A
-00013778 V:400005BE ptrace "\ imD2_bf1x\0s"055etPID0+0x6 0.160us F

———— task: TASKO (00000009 =
-00013777 V:400005C2 owner 00000009 WWim02_bflxhos4055etPID0+0x0A 0. 300us -

msync E
se_ASYNC
-00013775 V:400005C8 ptrace YW im02_bflxhos4055etPID0+0x10 0.200us -
4 F
Alternative

; mark instruction that performs the task switch for the task-aware
; function run-time analysis
sY¥mbol .MARKER.Create TASKSWITCH osDispatcher+0x100

% BusYmbolMARKERLst [ o= |[ = |[=25)

address 1nfo |
P:000235?8JTASKSWITCH -

4 3
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More Nesting Analysis Commands

Detailed analysis of a single function, time between function entry and exit, time spent in interrupt
service routines and other tasks is excluded.

Trace.STATistic.FuncDURation <function>[ /[TASK ‘<task_name>"] [ [FilterCORE "<core_number>"]

F | BuTraceSTATistic FUNC =[]
[&Setup...][ 171 Groups... ][ HH Conﬁg...][ 3 Goto... ][ = Detailed]&?i Nesting ]I = Chart ]
funcs: 141. total: 796.214ms intr: 44.876ms
range [total min max avr count i
05ProcessScheduTeTabTe 2.070ms | 16.386us | 23.431us| 17.10%us 121. -
0SNotifyAlarmAction 934.457us 7.568us | 10.783us 7.723us 121.
055CNotifyAlarmAction 569.101us 4.608us 6.567us 4.703us 121.
0SLeaveISR 3.791ms 29.357us 39.785us 31.402us 121.
05_ClearEvent 579.19%us 12.991us 14.713us 13.163us 44.
05TaskInternalDispatch 2.460ms | 18.467us | 24.59%4us | 20.440us 121.
PreTaskHook 1.023ms 6.705us | 11.886us 8.597us 1212
0sInsertAlarm 304.401us 6.808us 8.187us 6.918us 44,
PreTaskHook 9.740us - 9.740us - 1.
(root) 5.443ms - 5.443ms - -
FuncTASKSNDL 5.429ms - 5.429ms - 41.
0SIocAction 2.680ms | 65.052us | 69.119%s | 65.360us Statistic
0SRemotelocAction 2.514ms 61.049%us 64.711us 61.327us List First
0SWaitRC 1.980ms | 48.099us | 50.712us | 48.300us SsERE
0SISRCorel 1.757ms 24.535us 28.610us 26.627us List Last
0SRCHandler 1.623ms | 22.517us | 26.454us | 24.595us List Max
055CIocAction 670.376us 8.704us | 11.662us | 10.475us
05_TerminateTask 5.335ms - 5.335ms - 1 Goto Max
05TaskTerminateDispatch 5.326ms - 5.326ms - A Bookmark Max
05CheckStack 268. 854us 6.527us 6.755us 6.557us
PostTaskHook 32.498us 0.761us 0.823us 0.793us =| Linkage
1 1|
LI i = | Parents
= | Children

44 Findall Duration
=| Distance Analysis
#4 Findall Distance

here...
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F| BuTrace STAT.FuncDURation P:0x3834 = &=
(& setup.. ]uchar‘( || ©zoom |[ Szoom |[ ElFul
samples: 64. avr: B4. lOSus min: 82.847us max: 91.416us 511
total: 796.214ms  in: 5.383ms out: 790.831ms ratio: O0.676%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 i
< 82.000us 0. 0.000% 2
83.000us 23. | 35.937%
&84.000us 0. 0.000%
85.000us 38. | 59.375%
86.000us 0. 0.000%
87.000us 0. 0.000%
88.000us 0. 0.000%
89.000us 0. 0.000%
90. 000us 0. 0.000%
91.000us 0. 0.000%
92.000us 3. 4.687%
93. 000us 0. 0.000%
94.000us 0. 0.000%
95.000us 0. 0.000%
96.000us 0. 0.000%
97.000us 0. 0.000%
98. 000us 0. 0.000%
> 0. 0.000% -
4 }

Please be aware, that details are shown for all function runs. If you are interested in a task-specific analysis
you have to use the /TASK "<task_name>" option.

= B:TraceSTAT.FuncDURation P:0:3B34 /TASK "TASKE" = -E ]
(& setup.. ]uchar‘t |[ & zoom || EIZoom] E Full
samples: . avr: B84, ??Ous min: 84.187us max: 91.416us 40 w
total: 796. 214ms in: 3.476ms out: 792.738Bms ratio: 0.436%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 84.000us 0. 0.000% -
84.500us 38. | 92.682%
85.000us 0. 0.000%
85. 500us 0. 0.000%
86.000us 0. 0.000%
86. 500us 0. 0.000%
87.000us 0. 0.000%
87.500us 0. 0.000%
88.000us 0. 0.000%
88. 500us 0. 0.000%
89. 000us 0. 0.000%
89. 500us 0. 0.000%
90. 000us 0. 0.000%
90. 500us 0. 0.000%
91.000us 0. 0.000%
91. 500us 3. 7.317%
92.000us 0. 0.000%
> 0. 0.000% -
4 I3
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The @ (interrrupt) and the @ (unknown) task are split up per core.

& setup... | ifiGroups.. [ 28 Config...|| A Goto... |

| =petailed|| EiNesting || % chart |
funcs: 141. total: 796.214ms intr:

total Imin |max avr
31.078ms 55.610us | 109.905us 62.609%us
29.307ms 52.075us | 106.145us 59.035us
7.790ms | 18.000us | 33.800us | 18.117us
pt 2.938ms 6.71%s 22.473us 6.834us
\0SNotifyAlarmActio interrupt): 37.056us | 12.350us | 12.355us | 12.352us
1,055CNot ifyAlarmAction i F 42.333us 7.810us .883us 8.467us
mplel'osevt\0SSetEvent
mplellosisri0SLeavels

8

289. 209us 2.793us 6.954us 6.573us

2.486ms 34.382us 38.104us 37.942us
22

samp 0STaskInternalDispatch® : 1.457ms | 21.03%us .445us | 22.314us
\\samplel\ossch\0STaskForceDispatch@TASKD 1.984ms | 45.916us | 48.664us | 48.453us M Bookmark Max
IER i |
E Linkage
E Parents
E Children

| Duration Analysis
49 Findall Duration
| Distance Analysis
#7 Findall Distance

here... L4
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F | B:Trace STAT.FuncDURation P:0x4032 |- E ]
(& setup... [ iwiChart || Szoom | Szoom | ElFull |
samples: 809. avr: 3.59%us min: 2.670us max: 6.755us
total: 796.214ms  in: 2.911ms out: 793.303ms ratio: 0.365%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 2.500us 0. 0.000% 2
3.000us 548. | 67.737%
3.500us 63. 7.787%
4.000us 8. 0.988% |+
4.500us 0. 0.000%
5.000us 55. 6.798%
5.500us 0. 0.000%
6.000us 0. 0.000%
6.500us 67. 8.281%
7.000us 68. 8.405%
7.500us 0. 0.000%
8.000us 0. 0.000%
8. 500us 0. 0.000%
9.000us 0. 0.000%
9. 500us 0. 0.000%
10.000us 0. 0.000%
10. 500us 0. 0.000%
> 0. 0.000% -
b

Please be aware, that details are shown for all function runs. If you are interested in a core-specific analysis
you have to use the /FilterCORE <core_number> option.

= B:Trace. STAT.FuncDURation P:0x4032 /FilterCORE 0. (===
(& setup... || iwichart |[ Szoom || Szoom || Elrul |
samples: 683. avr: 3.760us min:  2.8B0us max: 6.755us
total: 796.214ms  in: 2.568ms out: 793.646ms ratio: 0.322%
up to |count ratio 1% 2% 5% 10% 20% 50% 100 |
< 2.500us 0. 0.000% -
3.000us 430. | 62.957%
3.500us 63. 9.224%
4.000us 0. 0.000%
4.500us 0. 0.000%
5.000us 55. 8.052%
5.500us 0. 0.000%
6.000us 0. 0.000%
6.500us 67. 9. 809%
7.000us 68. 9.956%
7.500us 0. 0.000%
8.000us 0. 0.000%
8. 500us 0. 0.000%
9.000us 0. 0.000%
9. 500us 0. 0.000%
10.000us 0. 0.000%
10. 500us 0. 0.000%
> 0. 0.000% -
4 F

©1989-2024 Lauterbach Training Nexus Tracing | 330



Trace.Chart.Func Nested fun

- graphical

Cov MPCS5XXX ORTLAUTOS
& Perf Configuration... '
. Perf List

E| Perf List Dynamic

Function Runtime L4 :

Distribution j Show Mumerical
Duration Ato B ﬂ Show as Tree
Distance trace records J Show Detailed Tree

Task Runtime T
Task Services E-l ow Nesting

Task [SR2s L4
Task Function Runtime L4
Task Status L4
Reset

ction run-time analysis
display

5 BuTrace.Chart.Func E@
[ setup... || iiiGroups... || 3 Config...|| R Goto... || #4Find... || 4»In |[ b4 Out | WMFull]
-232.950ms -232.900ms -232.850ms
range i | | | i
(root) | - _ "
PreTaskHook 4 . . 1
FuncTASKSNDL i ] +
05_0SIociriteAcrossRef | | _— . .
05IocAction 4 | { . .
05RemoteTocAction | | . |
0SWaitRC o — ) U
0S_TerminateTask 4 T - -
0STaskTerminateDispatch | .
0sCheckstack ] - .
PostTaskHook i 1 X
0STaskInternalDispatch ‘J‘ L1 .
«mr o« (= 3
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Trace.STATistic.TREE

Cov MPC5XXX ORTLAUTOS
& Perf Configuration...
£ Perf List

E| Perf List Dynamic

Nested function run-time analysis
- tree display

Function Run
Distribution
Duration Ato B

Distance trace records

Task Runtime

Task Services

Show Numerical
Show Detailed Tree
#u] Show as Timing
{F] Show Mesting

Task ISR2s L4
Task Function Runtime L4
Task Status L4
Reset

| B:Trace STATistic. TREE /TASK "TASKRCVL"
WSetup...]@Gmups.‘.]m Config...][ R Goto... JDetal\ed][ DNestmg] | Chart
funcs: total: 22.630ms
range tree total min max avr count intern®% 1% |
(root) |2 (root) 22.630ms - 22.630ms 22.630ms - 0.059% [« -
PreTaskHook L— PreTaskHook 0.865us 0. 865us 0.865us 0.865us 1. 0.003% |+
] FuncTASKRCVL = FuncTASKRCV1 22.615ms - 22.615ms 22.615ms 1.(0/1) 3. 036% |mm—
0s, D‘\sab'\EA'ﬂIntErrupts | 0S_DisableAllInterrupts 40.210us 8.015us 8.140us 8.042us 5. 0.177% ¢
0S_EnableAllInterrupts — 0S_EnableAllInterrupts 40.570us 8.015us 8.140us 8.114us 5. 0.179%
0s_setRelAlarm| [~ 0S_SetRelAlarm 3.902ms | 37.360us | 100.395us | 41.074us 95. 13.205% | mm—
0SWaitRC 0SWaitRC 341.095us | 68.180us | 68.325us | 68.21%us 5. 1. 507% | me—
OsInsertAlarm OSInsertAlarm 572.445us 6.285us 7.650us 6.360us 90. 2. 529% |mm—
0s, StartSchEdu'\ETab'\ERE'\ (—E 0s_startScheduleTableRel | 816.825us | 163.165us | 163.880us | 163.365us 5. 0.716% [+
0SWaitRC — oswaitRC 654.795us | 130.940us | 130.985us | 130.95%us 5. 2. 893% | mm—
0S_ClearEvent —— 0s_ClearEvent 1.159ms | 12.700us | 14.800us | 12.882us 90. 5.123% |m—
] 0S_waitEvent —E 05_WaitEvent 5.654ms 24.165us 65.620us 62.824us 90. (0/1) 7.003% |s—
DSTaskFurcED‘\ spatch '~ 0sTaskForceDispatch 4.069ms | 45.750us | 48.345us | 47.873us 85. (0/1) 7. B65% |m—
: sCheckStack 0scheckstack 455. 520us 5.300us 5.430us 5.35%us 85 2. 012% |
: PustTaskHuuk PostTaskHook 73.450us 0. 860us 0. 865us 0. 864us 85. 0.324% |«
DSTaskIntErna'\ Dispatch [ 0STaskInternalDispat.. 1.760ms 19.235us 20.970us 20.70%us 85. (0/1) 7. 146% |m—
: : PreTaskHook — PreTaskHook 143.020us 1.230us 1.730us 1.703us 84. 0.632% [+
=1 0S_GetEvent — 05_GetEvent 1.514ms | 15.415us | 18.250us | 17.010us 89. 6. 689% | m—
0s_CancelAlarm| [~ 0s_CancelAlarm 2.490ms | 29.095us | 31.570us | 29.29%1us 85. 9. 195% |mmm—
0skillalarm — oskillalarm 408.775us 4.805us 4.815us 4.809us 85. 1. 806% |mmm—
== 0S_GetResource — 05_GetResource 2.138ms | 25.150us | 25.165us | 25.158us 85. 9. 44 9% | m—
0S_0SIocReadAcross —— 05_0SIocReadAcross 1.488ms | 17.505us | 17.515us | 17.511lus 85. 6. 577% | m—
0S_ReleaseResource [~ 0S_ReleaseResource 2.642ms 31.070us 31.085us 31.078us 85. 11. 67 3% |
05S_GetSpinlock — 0S_GetSpinlock 22.690us | 22.690us | 22.690us | 22.630us 1. 0.100% «
0s_ReleaseSpinlock | “— 0S_ReleaseSpinlock 20.225us | 20.225us | 20.225us | 20.225us 1. 0.089% |+ -
| I ] »
It is also possible to get a task-specific tree.
Trace.STATistic.TREE /TASK "TASKRCV1"
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Trace.STATistic.LINKage <address> Nested function run-time analysis
- linkage analysis

| B::Trace STATistic. FUNC
& setup... || i croups... || 22 Config...|| ¥ Goto... || =|Detailed|| Finesting || =ichart |
funcs: 132. total: 674.476ms intr: 41.031ms

|count

range [total
anplel o=nc OS_ReleaseSpinloc T[ 20.720us 20.720us
blellosaln\0SNotifyAlarmAction 130.970us | 65.485us 65.485us
0SRemoteNot1fyATmAction 126.530us | 63.265us 63.265us
plel'osmc\OSWaitRe 109.260us | 54.625us 54.630us
pletsl PreTaskHool 24, 650us 0.615us 0.616us
)1 ets1 )\ FuncTASKCN 2. 844ms . 438ms

. 898us

.236ms | 27.135us | c
5 5.425us [ 74.485us

P c
\\samplel\ostsk\05_TerminateTas
\\samplell\ossch\0STaskTerminateDispatch

I Goto Max

g Bookmark Max

= | Children
£ | Duration
£ | Distance

here...

Trace.STAT.LINKage C:0x4A10
(& setup.... || jiiGroups... || 2 Config...|[ Y Goto... || =|Detailed | ENesting || =chart |
funcs: 2. total: 2.687ms
range |total min max |lavr |count [total¥% [1% '
J\samp [el’osctr\OSISRSystemTimer 2.327ms 6.285us | 22.075us 6.377us 365. 86, 631% |—
\samplel\osctr\0S_IncrementCounter | 359.155us 5.425us | 74.485us 8.979%us 40. 13.368%
< I ] 3
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Third-party Timing Tools

TRACE32 also provides an interface to third-party timing tools. For details refer to “Trace Export for Third-
Party Timing Tools” (app_timing_tools.pdf).
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Structure the Trace Evaluation

The command group GROUP allows to structure the software for the trace evaluation. This is especially
useful if the software consists of a huge number of functions/modules.

GROUP Creation

GROUP.Create

If the command GROUP.Create is entered without parameters, the Group.Create dialog is opened.

i1 B:GROUP.Create

name

addressrange(s)

options

[¥] Enable [T Hide [[1Merge

=N Nl /==

~}——— GROUP name

- [ 1] "= GROUP members

-]7 GROUP attributes

 S—— [ set | [ Delete

]

[ Cancel ]

The basic setup for a GROUP includes the following steps:

1. Specify the GROUP name.

i7i B:GROUP.Create =& ==
name
my_group
addressrange(s)
-
options
[¥] Enable [T Hide [[1Merge
[ Ok ] [ Set ] Delete ] [ Cancel ]
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2. Specify the GROUP members.

GROUPS are address ranges, so you can use functions, modules, or programs to specify the group

members.

171 B:GROUP.Create

— name

my_group

— addressrange(s)

— options
[¥] Enable

[T Hide

[[IMerge

[ Delete |

[Cancel]

A new group member is selected by a double-click.

Open the symbol data base
to select the group members

4

i1 B:GROUP.Create [ o )

— name

my_group

— addressrange(s)

func10 funcll - ‘
3 Browse Symbols =]

— options P

T i - 5

[¥]Enable [FlHide WY : : ype Functions ] [[]source .
symbol type address Loy
background (int ()) P:40001368--400013AF .
funcD (int ()) P:40000030--4000004B—
funcl (static void ()) P:4000004C--4000007F

| P | —— funcl0 (int () P:40000798--40000BEF|=
funcll (int ()) P:40000BF0--40000CE7

P:40000C88--40000CEB

uncl4 (int ()) P:40000CEC--40000D17
funcls (int ()) P:40000D18--40000D47
funclé (int ()) P:40000D48--40000D7 3
funcl? (int ()) P:40000D74--40000D83
funcl8 (int ()) P:40000DB4--40000DEF
funcl9 (int () P:40000DF0--40000E2B
func2 (void ()) P:40000080--40000113
func20 (int () P:40000E2C--40000E7F ~

»
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3. Specify the GROUP color and close the dialog with Ok.

The GROUP color is used to mark the GROUP members in the trace analysis windows.

i7i B:GROUP.Create o= |==s

name

my_group

addressrange(s)

func10 funcil funci3 funci4 funcls funcis funci? funcid funcld func20 -
options
[¥] Enable [T Hide [[IMerge OLIVE -
[ Ok ] [ Set ] [ Delete ] [ Cancel ]

4, Display the GROUP information.

Var Break Run CPU |
{iill Registers

1 Dump...

List Source

Watch

Referenced Var

5{9}’ Locals

&= Stackframe with Locals
& Stackframe

#® Peripherals

a

& | 170

1 Symbols L4
¥ g
Bookmarks
Trace List 1 B::Group.List EI@
Message Area | || ¢ Reset || O Disabke Al || @ Enable all][ O Hide All |[@ Show Al £2 store... | 2 Load... |[fiiCreate.. || fiimsmst. |
group enable |hide |merge |color
= "my_group” W OLIVE -
unclo W OLIVE
funcll W OLIVE
funcl3 W OLIVE
funcl4d W OLIVE
funcls W OLIVE
funclé W OLIVE
funcl? W OLIVE
funcl8 W OLIVE
funcl9 W OLIVE
func20 W OLIVE
"other" W
I ;

5. Push the Store... button, if you want to generate a scipt that allows you to re-set the

specified groups at any time.
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; script group_settings.cmm

IBERE

GROUP.
GROUP.
GROUP.
GROUP.
GROUP.
GROUP.
GROUP.
GROUP.
GROUP.
GROUP.
GROUP.

ENDDO

RESET

CREATE
CREATE
CREATE
CREATE
CREATE
CREATE
CREATE
CREATE
CREATE
CREATE

"my_ group"
"my_ group"
"my_ group"
"my_ group"
"my_ group"
"my_ group"
"my_ group"
"my_ group"
"my_ group"
"my_ group"

\\diabc\diabc\funcl0
\\diabc\diabc\funcll
\\diabc\diabc\funcl3
\\diabc\diabc\funcld
\\diabc\diabc\funcl5
\\diabc\diabc\funcl6
\\diabc\diabc\funcl?
\\diabc\diabc\funcl8
\\diabc\diabc\funcl9
\\diabc\diabc\func20

/OLIVE
/OLIVE
/OLIVE
/OLIVE
/OLIVE
/OLIVE
/OLIVE
/OLIVE
/OLIVE
/OLIVE
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Working with GROUPs

The GROUP status determines the appearance of a GROUP in the trace display and analysis windows. The
following three statuses are available:

ENable

J ENable + Merge
. ENable + HIDE

GROUP Status ENable

111 B::Group.List EI@

[ % Reset || O Dsable Al || @ Enable All|[ O Hide All || @ Show AII|[?‘%Store... || 2 Load... |[fiiCreate...[ fiitmters. |
group enable |hide |merge |color
_group” W OLIVE
unclo W OLIVE
funcll W OLIVE
funcl3 W OLIVE
funcl4d W OLIVE
funcls W OLIVE
funclé W OLIVE
funcl? W OLIVE
funcl8 W OLIVE
funcl9 W OLIVE
func20 W OLIVE

"other" W
J 4 }

TRACE32 provide the following features if a GROUP has the status ENable:

1. GROUP members are marked in the Trace Listing by their group color.

""" 7 BuTrace.List EI
[&Setup...][ 1} Goto... ][ $3Find... ][ "l Chart ][ B Frofile ][ B MIPS ][ 4+ More ][ T Less ]
record |run |address cycle |data symbol ti.back
-0002146857 F:4000077C ptrace vdiabchdiabc\Func9+0x6C 0.495us .
351 return &statl; *
subi r3,r13,0xfFEC ; r3,r13,327v4¢  [§ |
352 ¥
Twz r30,0x10(r1)
Twz r31,0x14(r1)
Twz r0,0x1C(r1)
mt1r r0
E?di rl,rl,0x18
4
-0002146856 | F:400011C8 ptrace “Mdiabchdiabcmain+0x16C 1.235us
621 [ funclD(};
1 0x40000798
-0002146855 | F: 40000?98 ptrace “Mdiabchdiabch funcl0 0.370us
group "my_group”
funcl10()
355 {
stwu rl,-0x58(r1)
mf1r r0
stmw rli.leUZrl}
stw r0,0x5C(r1)
register i, J;
reg1ster vl, v2, v3, w4, v5, vb, v7, v8;
register v9, v10, w11, w12, v13, vl4, ulS, vlG, vi7;
J 1 13
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2. Special statistic commands are provide for the GROUPS.

Trace.STATistic. GROUP Group-based run-time analysis.
Trace.Chart. GROUP Group-based time chart.
£ BuTrace STATistic. GROUP =[]
(& setup... || ifGroups... | 38 Config...|| A Goto... || =|Detailed|| =|Tree || rvichart || EProfile |
items: 2. total: 2.072s  samples: 15126968.
address |[total mi ratio¥% [1% 2% i

207.797ms 1.230us | 119.295us | 14.821us 14020.

"my_group” |

4 1

n max avr count
(other) J 1.864s ‘ 0.365us 1.336ms | 132.950us ‘ 14020. (0/1) [ 89.970% |e———

LD30% | ———

3
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GROUP Status ENable + Merge

i1 B:Group.List EI@

[ % Reset |[© Disable All| @ Enable All|[ O Hide All ||[® Show All[ £2 store... || S Load... |[fii Create...|| fiitsTst. |

group enable |hide |merge |color i
= "my_group” W OLIVE
unclo W OLIVE
funcll W OLIVE
funcl3 W OLIVE
funcl4d W OLIVE
funcls W OLIVE
funclé W OLIVE
funcl? W OLIVE
funcl8 W OLIVE
funcl9 W OLIVE
func20 W OLIVE

"other" W W
J 4 }

TRACE32 provide the following feature if a GROUP has the status ENable and Merge:

The GROUP represents its members in all trace analysis window. No details about the GROUP

members are displayed.

e Bi:Trace.Chart.sYmbol

(o [O el

(& setup... || jifGroups... [ 38 Config...][ A Goto... || A Goto... |[ #4Find... |[ @1 |0« out)[ X Full]

addressfy|

000s -2.020770000s

-2.02

0760000s -2.020750000s
| |

(other)
"other"
funcl0
funcll
funcl3
funcl4d
funcls
funclé
funcl?

M

4 [mlr 4
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GROUP Status ENable + HIDE

111 Bu:Group.List EI@
[ % Reset |[© Disable All| @ Enable All|[ O Hide All ||[® Show All[ £2 store... || S Load... |[fii Create...|| fiitsTst. |

group enable |hide |merge |color i
= "my_group” W OLIVE
unclo W OLIVE
funcll W OLIVE
funcl3 W OLIVE
funcl4d W OLIVE
funcls W OLIVE
funclé W OLIVE
funcl? W OLIVE
funcl8 W OLIVE
funcl9 W OLIVE
func20 W OLIVE

"other" W W
J 4 }

TRACE32 provide the following feature if a GROUP has the status ENable and HIDE:

1. The GROUP represents its members in all trace analysis window. No details about the
GROUP members are displayed.
" BuTrace.Chart.s¥mbaol EI@
(& setup... || fitGroups.. [ 38 Config...|| A Goto... || A Goto... || FiFind... || O In |[+0«Out [ ©H Ful|
000s -2.020770000s -2.020760000s -2.020750000s
address ! ! I I
Cother) w -
“other" W . . B &1 ®E 1 @®§ 1 1 I
funclOf@d
funclifed E
funcl3| /T .
funcl4f N R .
funcl5j 4 - .
funcl6| iy ‘- )
funcl7f®| L___I§ } .
4 |l F 4 3
2. The trace information recorded for the GROUP members is hidden in the Trace Listing.
i BuTrace.List EI@
[&Setup...][ 1} Goto... ][ $3Find... ][ "l Chart ][ M Profile ][ M MIPS ][ 4+ More ][ T Less
record |run |address cycle |data symbol ti.back i
Twz r30,0x8(rl) ~
Twz r3i,0x =
Twz r0,0x14(r1
mt1r ro i
ﬁldi rl,rl,0x10 -
4 blr
-0001406839 | F:40001220 ptrace “Mdiabchdiabcmain+Ox1C4 1.850us
group "other" 1.850us
group "my_group" 0.365us
int func20( x1, x2, x3 ) * Parameter: 3 Short #*/
short x1, x2, x3;
519 {
stwu rl,-0x18(r1)
mf Tr r0
stw r29,0x0C
st r30,0x10
st r31,0x14
st ri, 0x1C( >
J T }
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Trace-based Code Coverage

The manual “Application Note for Trace-Based Code Coverage” (app_code_coverage.pdf) gives a
detailed introduction to the trace-based code coverage.

Since the core information is discarded for trace-based code coverage, there is no difference between
single-core and SMP TRACERS2 instances with regard to this feature.

It is recommended to enable Branch History Messaging for Code Coverage. This advises the Nexus module
to generate the trace messages in a compact way.

nexus
) OFF
@ ON

&2 B:NEXUS

RESet

List

selection
[V]BTM™
E

[Clotm
ClwTtm
[CIogm

DTM

OFF -

PTCM
[C1PID_MSR
[C1BL_HTM
[CI TLBNEW
[CITLBmMV

option
SmartTrace
[C]poTD
STALL

configuration
PortSize
MDO4
PortMode

s -

[1/2

7]

suppression
[C] spenpgm
[C] spenwTm
[T SpenPTM
[C] SpenpTM
[C] spenoTm
SupprTHReshold
1/4 -

[ por

(o [O
CLIENT1
SELECT

NONE M

MODE
OFF

CLIENT2
SELECT

NONE M

MODE
OFF

NEXUS.BTM ON

NEXUS.HTM ON

Incremental Code Coverage has to be used in the following situations:

. POWERTRACE/ETHERNET as universal debug and trace hardware

o POWER TRACE PX as universal trace hardware

. On-chip trace memory

. High-bandwidth trace interfaces
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