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Step 1- Install the R-Car SDK on Linux PC

Version: sdk1_v3.24.0

EZEAM: R-CarV4H_V4AM_V3H_V3M_SDK_StartupGuide.pdf
2+ (Ubuntu20.04, 64bit)

2e oY (3 20| SAIE A)

rcar-xos_platform-sdk1_v3.24.0_release.sh
rcarxos_tool_e2studio_ubuntu_v3.24.0 _release.tar.gz
rcarxos_tool_yocto_linux_v3.24.0_release.tar.gz

rcarxos_tool_poky_toolchain_ubuntu_v 3.24.0_release.tar.gz

root@ken-virtualBox:~/Ken_Working_Folder# 1s -al
total 5287332 _
drwxr-xr-x 2 root root 4096 SE 1 17:
drwx------ 19 root root 4996 53 1 17:
~TWXTWX- -~ root root 1476660410 l 10 13:
root root 620545439 F 10 08:

root root 477294131 4% 10 08:
root root 2839697573 4% 10 08:

https://nas.uniquest.kr:5001/sharing/dOjEemhCd

pass: hyco
SDK HEX|ZZ : /opt/rcar-xos
# additional tools A X|

sudo apt update && sudo apt install -y p7zip-full p7zip-rar

rootgken-VirtualBox:~/Ken Working_Folder# sudo apt update && sudo apt install -y p7zip-full p7zip-rar
Get:1 https://download.docker.com/linux/ubuntu focal InRelease [57.7 kB]
Get:2 https://download.docker.com/linux/ubuntu focal/stable amd64 Packages [42.6 kB]
Hit:3 http://kr.archive.ubuntu.com/ubuntu focal InRelease
ecurity.ubuntu.com/ubuntu focal-security InRelease [114 kB]
<r.archive.ubuntu.com/ubuntu focal-updates InRelease [114 kB]
//kr.archive.ubuntu.com/ubuntu focal-backports InRelease

«<r.archive.ubuntu.com/ubuntu focal-updates/main amd64 Packages [3,269 kB]

om/ubuntu 1 / 86 Packages [743 kB]

# SDK M X|

Jrcar-xos_platform-sdk1_v3.24.0_release.sh

rootgken-virtualBox:~/Ken_Working_Folder# ./rcar-xos_platform-sdki_v3.24.0_release.sh
Creating directory ./tmp
verifying archive integrity... 100% MD5 checksums are OK. All good.

Uncompressing 'rcar-xos’ 37%

ZE /opt


https://nas.uniquest.kr:5001/sharing/dOjEemhCd

root@ken-VirtualBox:~/Ken_Working_Folder# ./rcar-xos_platform-sdkl_v3.24.8_relea
Creating directory ./tmp

Verifying archive integrity 100% MD5 checksums are OK. All good.
Uncompressing 'rcar-xos' 16

tep 1: Enter Installation lecation
Press ENTER key to use the default path (~/Renesas)

To use custom path, type the path and press ENTER key

: fopt
----- checking if the path (/opt) already exists

-- Preparing the R-Car SDK package

Poky install

Choose poky_toolchain installation file location (default: /root/Ken_Working_Folder/rcar-xos_tool_poky_toolchain_ubuntu_v3.24.6_release.tar.gz):

checking MDSsum of poky toolchain:
Extracting installation file of poky_toolchain: ..
Poky (Yocto Project Reference Distro) SDK installer version 3.1.11

You are about to install the SDK to "/opt/rcar-xos/v3.24.0/tools/toolchains/poky". Proceed [Y/n]? ¥
EXEracting SDKu . euuerennesnenneuneneennens 3B00n0000BKABOOBAIC00A20000000 1

E2studio install

Do you want to install e2studio? [V/n]Y
Start to install e2studie
Choose e2studio installation file location (default: /root/Ken_Working_Folder/rcar-xos_tool_e2studio_ubuntu_v3.24.0_release.tar.gz):

Checking MDSsum of e2studie:
Extracting installation file of e2studio: .......ciiiiiiiiiiiiiiiiieiiiiaaiiaaciiianiiiaaaioatasisaasiossasssansssnnsssnsnsssnsssns

Yocto Linux RootFS, Image, DTB install

Do you want to install Yocto Linux RootFS, Image, DTB? [Y/n]Y
Start to install Yocto Linux RootFS, Image, DTB
Choose yocto_linux installation file location (default: /root/Ken_Working Folder/rcar-xos_tool_yocto_linux_v3.24.6_release.tar.gz):

Checking MDSsum of yocto_linux:

CVe Toolchain install

Do you want to install CVe toolchain? [Y/n]Y
Start to install CVe toolchain

ot
Hit:1 https: //download dD(Ler‘(nN/llnux/uhuntu focal Inkelease
Hit:2 http://kr.archive.ubuntu.com/ubuntu focal InRelease
Hit:3 http://kr.archive.ubuntu.com/ubuntu focal-updates InRelease
Hit:4 http://kr.archive.ubuntu.com/ubuntu focal-backports InRelease
Hit:5 htt| /security.ubuntu.com/ubuntu focal-security InRelease
ﬂeadlng package lists... 5%

Cmake install

Step 3: Choose the external software

Do you want to install CMake 3.21.67 [Y/n] ¥
Start to check your PC already had CMake or not

Lice agreements for t
https://cmake.org/licensing

Type [yes/y] if you accept the term of
----- Start to install CMake 3.21.0 -

Build-essential install

Do you want to install build-essential? [Y/n
start to check your PC already had build-essential or not

Type yes/y if you accept the term of License Agreement yes
Start to install build-essential.
https://download.docker.com/linux/ubuntu focal InRelease
tp://security.ubuntu.com/ubuntu focal-security InRelease

http://kr.archive.ubuntu.com/ubuntu focal InRelease
Jkr.archive.ubuntu.com/ubuntu focal-updates InRelease
/kr.archive.ubuntu.com/ubuntu focal-backports InRelease
Reading package lists Done
Reading package lists... Done
Bulldlng dcp ndcncy tre




# Finished

root@ken-VirtualBox:~/Ken_Working_Folder# [l

# A A (Set PATH environment)

export SDKROOT=<installation_root>/rcar-xos/v3.24.0 /tools /toolchains /poky
export PATH=§PATH:<installation_root>/rcar-xos/v3.24.0/tools/ cmake-3.21.0-linux-x86_64 /bin:<installation_root>/rcar-xos/v3.24.0/tools/make
export LD_LIBRARY_PATH=<installation_root>/rcar-xos/v3.24.0/sw/x86_64-gnulinux/lib:${LD_LIBRARY_PATH}

CC

—

rir

> od <installation_root>/rcar-xos/v3.24.0/ > chmod +x ./setenv.sh

> source setenv.sh

'root@ken-VvirtualBox:~/Ken_Working_Folder# cd /opt/rcar-xos/v3.24.0/

root@ken-VirtualBox: /opt/rcar-xos/v3.24.8# chmod +x ./setenv.sh

root@ken-VirtualBox: /opt/rcar-xos/v3.24.64# source setenv.sh

'version is valid

Checking for old path...

Jopt/rcar-xos/v3.24.0/tools/cmake-3.21.0-linux-x86_64/bin/ fopt/rcar-xos/v3.24.8/tools/make fopt/rcar-xos/v3.24.8/tools/cmake-3.21.08-1inux-x86_64/bin /opt/rcar-xos/v3.

24.0/tools/make
List of path will be removed

Check and add new environment variable PATH

PATH environment variable already contained Jopt/rcar-xos/v3.24.8/tools/make

PATH environment variable already contained /optfrcar-xos/v3.24.8ftools/cmake-3.21.8-linux-x86_64/bin
gotoken_vi alBox. /op ar_xc GF:

Step 2- Install Ceva-DSP Package on Linux PC

Version: CEVA-SensPro_V22.0.2.GA

bas

2 & M: R-Car-V4x_HyCo_L_UserManual.pdf

O

fot

F: (Ubuntu20.04, 64bit)

r

L]
o

ot
CEVA-SensPro_V22.0.2.GA jar
SDK ot /83

https://nas.uniquest.kr:5001/sharing/ia6IX503S

pass: hyco
# install dependent packages

apt install libx11-6:i386 g++-multilib openjdk-8-jdk

root@ken-VirtualBox:~/Ken_Working_Folder# apt install libx11-6:1386 g++-multilib openjdk-8-jdk
Reading package lists... Done
Building dependency tree

Reading state infermatien... Done

The following additional packages will be installed:
ca-certificates-java fonts-dejavu-extra g++-9-multilib gcc-9-multilib gcc-multilib java-common lib32asan5
1lib32atomicl lib32gcc-9-dev lib32gcc-s1 1ib32gompl lib32itm1 lib32quadmath® lib32stdc++-9-dev lib32stdc++6



https://nas.uniquest.kr:5001/sharing/ia6IX503S

# run the installer (CEVA SDT license is needed)

{usr/lib/jvm/java-8-openjdk-amd64/bin/java -jar </path/to/CEVA-SensPro_V22.X.X.RC.jar>

ully
SEES THAT HAVE RECEIVED EXPRESS
(INCLUDING ITS DIRECT OR INDIRECT
AUTHORIZATION, YOU MAY NOT USE THIS

ARTY TO TH
TED. THE S ND ACCOMPANYING
LIMITED TO MANUALS, SPECIFICATIONS AND
PROPRIETARY ANC IDENTIAL INFORMATION OF CEVA
BY INTERNATIONAL, FEDERAL AND STATE LAW.
e Development Tools
CEVAInc
rms of this license agreement.
@ Idonot accept the terms of this license agreement

(Minde meh 3P ack - bt ffamack orgl)

’jf‘\( ®Qut )

ZA 2: Jopt/CEVA-ToolBox/\V/22/SensPro

I1zPack - Installation of CEVA-Toolbox CEVA-SensPro -

Target Path

[& Select the installation path:
[ Jopt/CEVA-ToolBox/V22/SensPro]

(Made with IzP ack - http:i/izpack orgl)

( 4= Previous )( & Next )( ® Quit )

Mx|otg

I1zPack - Installation of CEVA-Toolbox CEVA-SensPro

Installation

&k Pack installation progress:

[Finished]

& Overallinstallation progress:

(Made with 1zP ack - http:/fizpack orgf)

( ®aur )




I1zPack - Installation of CEVA-Toolbox CEVA-SensPro - X

Perform External Processes

Processing

171

Base folder: fopt/CEVA-ToolBox/V22/SensPra

License key:

Changing files' mode to executable...

Files' made changed successfully

File fopt/CEVA-ToolBox/V22/SensPro/CEVA-SensPro_set.csh has changed successfully
File /opt/CEVA-ToolBox/V22/SensPro/CEVA-SensPro_set.sh has changed successfully

{Made with |2F ack - http:ilizpack org/)

e oo ) CHTEE ) (B0 )

1zPack - Installation of CEVA-Toolbox CEVA-SensPro - X

Installation Finished

& Installation has completed successfully.
& Anuninstaller program has been createdin:

Jopt/CEVA-ToolBox/\V22/SensPro

( [ Generate an automatic installation script )

(Made with 12P ack - http:ilizpack orgl)

Step 3- Install TVM Package on Linux PC

Version: CEVA-SensPro_V22.0.2.GA

[hay

FZF M R-Car-Vax_HyCo_L_UserManual.pdf/20240411_HybridCompiler_workshop_Mobis.pdf

fot

r

t4: (Ubuntu20.04, 64bit)
# Install RDL

2o ot

rdl.tar.gz

https://nas.uniquest.kr:5001/sharing/weTmyvzUI

pass: hyco
mkdir -p /opt/ceva-cdnn : =210 Hest siFd EH7F X UM HHZE CHF

sudo tar xvf rdl.tar.gz -C /opt/ceva-cdnn/ --strip-components=1


https://nas.uniquest.kr:5001/sharing/weTmyvzUI

root@ken-vVirtualBox:~/Ken_Working_Folder# sudo tar xvf rdl.tar.gz -C /opt/ceva-cdnn/ --strip-components=1
cdnn/Binary/
cdnn/Binary/CDNN/
cdnn/Binary/CDNN/gen/
cdnn/Binary/CDNN/gen/CDNNBin/
cdnn/Binary/CDNN/gen/CDNNBin/D11/
cdnn/Binary/CDNN/gen/CDNNBin/D11/LINUX/
cdnn/Binary/CDNN/gen/CDNNBin/D11/LINUX/RenesasDevicelLibrary.so
cdnn/Binary/CDNN/main/
cdnn/Binary/CDNN/main/CDNNDevices/
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelibrary/

Y 5

cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Interface/Include/common_defines.h
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Infrastructure/

eduling/rdb_cg/

cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelibrary/Infrastructure/scheduling/rdb_cg/CommandGenerator/
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Infrastructure/scheduling/rdb_cg/CommandGenerator/include/

NDevices/RenesasDevicelLibrary/Infrastructure heduling/rdb_cg/CommandGenerator /include/r_cg.h

NDevices/RenesasDevicelLibrary/Infrastructure heduling/rdb_cg/CLPiece/
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Infrastructure heduling/rdb_cg/CLPiece/include/
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Infrastructure eduling/rdb_cg/CLPiece/include/r_clp_types.h
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Infrastructure eduling/rdb_cg/CLPiece/include/r_clp_prot.h
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDevicelLibrary/Infrastructure/Scheduling/rdb_cg/CLPiece/include/r_clp_def.h
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDeviceLibrary/Application/
cdnn/Binary/CDNN/main/CDNNDevices/RenesasDeviceLibrary/Application/Include/
cdnn/Binary/CDNN/main/CDNNDevices /RenesasDevicelibrary/Application/Include/SimpleApplicationInterface.h
root@ken-VirtualBox:~/Ken Working Folder#

# INSTALL R-CAR DKL

28 o
rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz
rcardkl-0.1.0.dev37878a84e0991-senspro_profile.tar.gz

rcardkl-0.1.0.dev37878a84e0991-x86_64.tar.gz

https://nas.uniquest.kr:5001/sharing/PGrmdnBvU

pass: hyco
mkdir -p /opt/rcardkl/senspro_profile (21210 a3t T EEE7 oXf UM ZHE CHE)

tar xvf rcardkl-0.1.0.dev37878a84e0991-senspro_profile.tar.gz -C /opt/rcardkl/senspro_profile --
strip-components=1

king_Folder/OKL# tar xvf rcardkl-0.1.0.dev37878a84e0991-senspro_profile.tar.gz -C Jopt/rcardkl/senspro_profile --strip-components=1
.1.0.dev37878a84, senspro_profile/1ib/

.dev37878284€0991-senspro_profile/lib/librcardkl.a

-senspro_profile/lib/cmake/

senspro_profile/lib/cmake/rcardkl/
dev37878a84 senspro_profile/lib/cmake/rcardkl/rcardklConfigversion.cmake
.6.dev37878a84€0991-senspro_profile/1ib/cmake/rcardkl/rcardklConfig.cmake

.dev37878at -senspro_profile/lib/cmake/rcardkl/rcardklTargets-release.cnake
dev37878a84e0991-senspro_profile/1ib/cmake/rcardkl/rcardklTargets.cmake
.dev37878a84€0991- se ofile/include/
de 84€0991 - ro_profile/include/rcar-
dev37878a84e0 enspro_profile/include/rcar

senspro_profile/include/rcar-xos/rcardkl/r_rcardkl_graph_api.h
-senspro_profile/include/rcar-xos/rcardkl/r_rcardkl_api.h
ro_profile/include/rcar-xos/rcardkl/r_rcardkl_log_api.h
senspro_profile/include/rcar rcardkl/r_rcardkl_multicore.h
-senspro_profile/include/rcar-xos/rca ardkl_dma_api.h
enspro_profile/include/rcar-xos/rcardkl/kernel/

ofile/include/rcar-xos/rcardkl/kernel/r_rcardkl_dequantize_linear.h
oftle/include/rcar cardkl/ [r_rcardkl_le
-senspro_profile/include/rcar-xos/rcardkl/kernel/r_rcardkl_shap
-xos/rcardkl/kernel/r_rcardkl_sqrt.h

1
1
1
1
1
1
1
1
1
.1
0.1.0. o ens r e c rcardkl/r_rcardkl_operator_td.h
5 A
1
1
1
1
1
1
1
1
1

# Install Hybrid Compiler (HyCo) add-on package for R-Car SDK
Ze oy

rcar-xos_hyco_v3.24.0_addon_20240401.zip


https://nas.uniquest.kr:5001/sharing/PGrmdnBvU

OH

o
CEIE]

https://nas.uniquest.kr:5001/sharing/M35QFJ8t5

pass: hyco

# &=Z E J|& R-Car SDKO| = At(overwrite) ST}

rcar-xos/
<sdk ver>/
docs/
sw/

hyco/
release note/
R-Car-V4x_HyCo L ReleaseNote.docx
user_manual/
R-Car-V4x_HyCo L UserManual.pdf

tools/
hyco/
model.tar.bz2
sw.tar.bz2

root@ken-virtualBox:~/Ken_Working_Folder/rcar-xos_hyco_v3.24.0_addon_20240401# ls

README . md
root@ken-virtualBox:~/Ken_Working Folder/rcar-xos_hyco_v3.24.0_addon_20240401# cp -r rcar-xos /opt
root@ken-VirtualBox:~/Ken_Working_Folder/rcar-xos_hyco_v3.24.6_addon_20246401# |

/opt/rcar-xos/v3.24.0/tools/hyco

tar xvf sw.tar.bz2

root@ken-virtualBox: fopt/rcar-xos/v3.24.0/tools/hyco# 1s -al
total 129476 ~
drw 2 root root 4096 S5H 1 20:15
drwx 10 1001 1601 4096 SE 1 20:15

1 root root 190836160 5? 1 20:15

1 root root 113534216 5% 1 20:15
root@ken-VirtualBox: /opt/rcar-xos/v3.24.0/tools/hyco# chmod 777 models.tar.bz2
root@ken-VirtualBox: /opt/rcar-xos/v3.24.0/tools/hyco# chmod 777 sw.tar.bz2
root@ken-VirtualBox: fopt/rcar-xos/v3.24.8/tools/hyco# tar xvf sw.tar.bz2
sw/
sw/tool_package/
sw/tool_package/DKL/
sw/tool_package/DKL/rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz
sw/tool_package/DKL/rcardkl-6.1.0.dev37878a84e8991-senspro_profile. tar.gz
sw/tool_package/DKL/rcardkl-8.1.08.dev37878a84e8991-x86_64.tar.gz
sw/tool_package/R-Car-ort-Quantizer/
sw/tool_package/R-Car-ort-Quantizer/docker/
sw/tool_package/R-Car-ort-Quantizer/docker/build.sh
sw/tool_package/R-Car-ort-Quantizer/docker/Dockerfile
sw/tool_package/R-Car-ort-Quantizer/docs/
sw/tool_package/R-Car-ort-Quantizer/docs/main/
sw/tool_package/R-Car-ort-Quantizer/docs/main/index.adoc

tar xvf models.tar.bz2


https://nas.uniquest.kr:5001/sharing/M35QFJ8t5

root@ken-virtualBox: /opt/rcar-xos/v3.24.0/tools/hyco# tar xvf models.tar.bz2
./models/

/

/install/

J/install/install_rcardkl.sh
/install/onnx_auto_partition-0.3.1.tar.gz
/install/install_rcar_xos.sh
[vah_org.Dockerfile

/run.sh

/build.sh

/adduser.Dockerfile

/requirements.txt

./models/rcar_hf/rcar_hf/
./modelsfrcar_hf/rcar_hf/backend.py
./models/rcar_hf/rcar_hf/pytorch.py
_hf/onnxation.py
./models/rcar_hf/rcar_hf/__init__.py
./models/rcar_hf/rcar_hf/utility/

# vah.Dockerfile Tt -1
root@ken-VirtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# vim v4h.Dockerfile

72 ~ 74 Line &M HMz2|

root@ken-VirtualBox: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker

cd /mmdeploy && patch -pl < mmdeploy ort_deterministic.patch
PYTHONPATH=$PYTHONPATH: /mmdeploy: /workspace
EH\ LD_LIBRARY_PATH=/onnxruntime-Llinux-x64-gpu-1.14.1/1ibS{LD_LIBRARY_PATH:+:SLD_LIBRARY_PATH}

11 rcar-
RCAR_X0S_VFRSTON=3.24.0

xmu

ENV LD LIBRARV _PATH= /opt/rcar X0S,

%
DKL_VERSION=8.1.08.dev37878a84e0991
DKL_VERSION=SDKL_VERSION
docker/install/install_rcardkl.sh /install/install_rcardkl.sh
Y docker/install/rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz /
coPY docker/install/rcardkl-6.1.6.dev37878a84e6991-x86_64.tar.gz /
RUN finstall/install_rcardkl.sh ${DKL_VERSION}

# NOTE: tvm and kl r
RUN python3 -m pip install

-- INSERT --

# v4h.Dockerfile Tt -2
sig 200 A= WX SEFL2 =LY +3
Jopt/rcar-xos/v3.24.0/tools/hyco/sw/tvm package/build

tvm_rcar v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux x86_64whl

root@ken-virtualB # cd fopt/rcar-xos/v3.24.0/tools/hyco/sw/tvm_package/build
root@ken-VirtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/sw/tvm_package/build# 1s

root@ken-VirtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/sw/tvm_package/build# I

vah.Dockerfile O|A] Ol & =3
ARG TVM _PACKAGE VERSION=0.140dev2+ga3%35c7a

COPY  docker/install/tvm rcar vdh2-0.140dev2-+g31d025bdb-cp38-gp38-inux x86 64whl  Avm rcar vdh2-0.140dev2-+g31d025bdb-qp38-
p38-inux x86 64whl

RUN python3 -m pip install —no-cache-dir /tvm rcar v4h2-0.140dev2+g31d025bdb-qp38-qp38-linux x86_64whl



1.
.1.8.dev37878a84e0991
i DKL_VERSTION
docker/install/install_rcardkl.sh /install/install_rcardkl.sh
OPY docker/install/rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz /
docker/install/rcardkl-0.1.0.dev37878a84e0991-x86_64.tar.gz /
RUN /install/install_rcardkl.sh S{DKL_VERSION}

# NOTE: tvm and rcardkl r m.
RUN python3 -m pip install --no-cacl

ak -1
he-dir cmake

2024032 13+rcar

#RUN Py Ci JTpthsta == 7/ TV_TCar _vaiTz_inanua
ARG TVM_PACKAGE_VERSION=0.14.0.dev2+ga39635c7a

v docker/install/tvm_rcar_v4h2-6.14.6.dev2+g31d®25bdb-cp38-cp38-Linux_x86_64.whl /tvm_rcar_v4h2-8.14.6.dev2+g31de25bdb-cp38-cp38-linux_x86_64.whl
RUN python3 -m pip install --no-cache-dir /tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-1inux_x86_64.whl|

L
v docker/install/rcar_ort_quantizer-6.6.0.tar.gz /rcar_ort_quantizer-6.6.0.tar.gz
mkdir -p rcar-ort-quantizer & tar xzf rcar_ort_quantizer-8.6.8.tar.gz --strip-components 1 -C rcar-ort-quantizer
RUN cd rcar-ort-quantizer && python3 -m pip install --no-cache-

# adduser.Dockerfile Tt 4=H -3
vim adduser.Dockerfile

9~12 2tel FMK 2|

n-VirtualBox:/opt/rcar-xos/v3.24.0/teols/hyco/models/rcar_mmlab# cd docker/
root@ken-VirtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# ls
adduser.Dockerfile download_pkg.sh mmdeploy onnx_export.patch mndeploy_tvm_backend.patch wvah.Dockerfile vah_requirements. txt
mmdeploy_ort_deterministic.patch vah_org.Dockerfile
root@ken-VirtualBox: /opt/rcar-xos/v3.24.8/tools/hyco/models/rcar_mmlab/docker# vim adduser.Dockerfile

root@ken-VirtualBox: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker

ARG BA
FROM ${BASE}

WORKDIR /workspace
RUN chown -R "S{UI Jworkspace

root@ken-VirtualBox: fopt/rcar-xos/v3.24.0/tools/hycofmodels/rcar_mmlab/docker

root@ken-VirtualBox: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# pwd
Jopt/rcar-xos/v3.24.08/tools /hyco/models/rcar_mmlab/docker
root@ken-virtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# vim run




root@ken-virtualBox: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker

st
docker_

- INSERT --

# runsh I+ -2
R-Car SDK 20 £ A A| SDK 4X| 2 28§ OIRE F7t
docker_args=(

--shm-size=8G

--net=host

-it --rm

--name "$container"

-v /opt/rcar-xos:/opt/rcar-xos

root@ken-VirtualBox: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker

; then true; else

container="

docker_args=(

i
-- INSERT --

Step 4- Build and run a Docker image for R-Car MMLab
# A20|s

cd /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker




# DATA Lt QHEI0|E

1]

QI : DATAZIP

OH

o
u

o
T

https://nas.uniquest.kr:5001/sharing/i4WJinkmM

pass: hyco

data.zip ZF¥2 /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/data 0 overwrite Si&CF

o) coco®| BF otgfer Z2 M P2 FAL[EH &

rcar-xos v3.24.0 tools hyco models rcar_mmlab data
0) Recent
& Starred ~ annotations 1item 9 48
arre

Gt Home -val2017 9gitems 9 4%
] Desktop annotations.dvc 100 bytes 9 48
= Documents .

person_detection_results.dvc 112 bytes 9 42
J Downloads

test2017.dvc 102 bytes 9 43
J1 Music
& Pictures val2017.dvc 99 bytes 9 48

ofefol QRS ZItefZECH

export CEVA_TOOLBOX_ROOT="/opt/CEVA-ToolBox/V22"

Note: CEVA-ToolBox, DATA 9| Z2E =ola A

root@ken-virtualBox: fopt/CEVA-

root@ken-virtualBox: fopt/CEVA-ToolBox/V22/SensPro#

root@ken-virtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/data# 1s

root@ken-virtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/data#



https://nas.uniquest.kr:5001/sharing/i4WJinkmM

# HQUtY A
opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker/install
=40

rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz
rcardkl-0.1.0.dev37878a84e0991-x86_64.tar.gz
rcar_ort_quantizer-0.6.0.tar.gz

tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux_x86_64.whl

i

2 A3t}

—

oK

o
L El

https://nas.uniquest.kr:5001/sharing/5yHAzIQfg

pass: hyco
opt rcarxos v3.24.0 tools hyco models rcar_mmlab docker install
0 Recent
install_rcardkl.sh 244 bytes 23 3¢
* starred
£} Home - install_rcar_xos.sh 351 bytes 23 38
I Desktop \ | onnx_auto_partition-0.3.1.tar.gz 8.3kB 23 3¢
Documents 1
B | rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz 12.0MB 148
{ Downloads .
|| rcardkl-0.1.0.dev37878a84e0991-x86_64.tar.gz 3.9MB 148
J1 Music
& Pictures || rcar_ort_quantizer-0.6.0.tar.gz 23.5kB 148
& Videos E tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux_x86_64.whl 50.2 MB 148
5, Trash

»

[ sfF Renesas


https://nas.uniquest.kr:5001/sharing/5yHAzIQfg

# Docker Build

rootgken-VirtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/models /rcar_mmlab/docker# ./build.sh
+ docker/build.sh (image=dev)
[+] Building 28.3s (32/32) FINISHED

+] Building 0.4s (7/7) FINISHED ocker :default
ilding /7) docker :defaul

root@ken-virtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker#
root@ken-VirtualBox: /opt/rcar-xos/v3.24.8/tools/hycofmodels /rcar_mmlab/docker# [

Note: build O3] 2 A| Pre-build & =7 IIYES Al -> 0] A Index2| Pre-build Docker

Imageg AtE3I =HE Load &
# Docker Run

EHE HAYLCH

=
root@ken-VirtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# ./run.sh

Note: M#o| &/ of2fel Ze X7|otp0] LU EAHMUWS CIYERlE default 2

workspace 2 O|ZEICtH

root@ken-VirtualBox:/workspace#

root@ken-virtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# ./run.sh

CEVA_TOOLBOX_ROOT: /opt/CEVA-ToolBox/V22

DATA_DIR_PATH: /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_nmlab/data

docker_args: --shm-size=8G --net=host -it --rm --name rcar-mmlab-véh-root -v fopt/rcar-xos: fopt/rcar-xos -v Jopt/rcar-xos/v3.24.8/tools/hyco/models/rcar_mmlab: /workspace -v
/opt/CEVA-ToolBox/V22: fopt/ceva-toolbox -e CEVA_TOOLBOX_ROOT=/opt/ceva-toolbox -v fopt/rcar-xos/v3.24.0/tools/hyco/medels/rcar_mmlab/data: /workspace/data

CUDA Version 11.8.0

Container image Copyright (c) 2016-2023, NVIDIA CORPORATION & AFFILIATES. All rights reserved.

This container image and its contents are governed by the NVIDIA Deep Learning Container License.

By pulling and using the container, you accept the terms and conditions of this license:
https://developer.nvidia.com/ngc/nvidia-deep-learning-container-license

A copy of this license is made available in this container at /NGC-DL-CONTAINER-LICENSE for your convenience.
WARNING: The NVIDIA Driver was not detected. GPU functionality will not be available.

Use the NVIDIA Container Toolkit to start this container with GPU support;
https://docs.nvidia.com/datacenter/cloud-native/ .

root@ken-VvirtualBox: /workspace# [l




# EVALUATE PRE-TRAINED PYTORCH MODEL
of2fel 2IX+E export
export MODEL_CFG="https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_inTk.py'

export MODEL_URL="https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-fbbb1da6.pth’

2|3 PRE-TRAINED PYTORCH MODEL & A&H,
Note: 2|F Internet 5 HMotez2 EX ZHA| -> O] EM HE Index Workaround &&= &1

python3 rcar_mmlab/run.py configs/pytorch.py #
${MODEL_CFG} # ${MODEL_URL} #
--deploy-cfg-options 'subset=100'

root@ken-VirtualBox: /workspace# export MODEL_CFG="https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_inik.py"'
root@ken-VirtualBox: /workspace# export MODEL_URL='https://download.openmmlab.com/mmclassification/v@/resnet/resnet18_8xb32_inlk_20216831-fbbbidaé.
pth
root@ken-virtualB Jworkspace# python3 rcar_mmlab/run.py configs/pytorch.py \
> S{MODEL_CFG} \

${MODEL_URL} \

loy-cfg-options 'subs 00
160 Ibl 46.9M/46.9M [@0:03<00:00, 11.8MB/s]

INFO:rcar_mmlab.model_convert.auto:convert: []

INFO:rcar_mmlab.evaluate.mmlab:Start evaluate

e5/01 12: 08 - mmengine - I - Failed to search registry with scope "mmpretrain” in the "Codebases" registry tree. As a workaround, the cur
rent "Codebases" registry in mdeploy" is used to build instance. This may cause unexpected failure when running the built modules. Please check
whether "mmpretrain" is a correct scope, or whether the registry is initialized.

e5/01 12: 08 - mmengine - ING - Failed to search registry with scope "mmpretrain” in the "mmpretrain_tasks" registry tree. As a workaround,
the current "mmpretrain_tasks" registry in "mmdeploy" is used to build instance. This may cause unexpected failure when running the built modules.
Please check whether "mmpretrain" is a correct scope, or whether the registry is initialized.

WARNING:rcar_mmlab.evaluate.mmlab:Evaluation data may be duplicated without subset_use_sample=True option
WARNING:rcar_mmlab.evaluate.mmlab:duplicates exist in evaluation_data. key=index,val=num {84: 3, 75: 3, 2

81: 3, 89: 3, 10: 2, 91: 2, 96: 3, 86: 2, 80: 2, 54: 4, 39: 2, 66: 2, 32: 2, 87: 2, 44: 2, B: 3, 70: 2, §

Loads checkpoint by local backend from path: resnet18_8xb32_inik_286216831-fbbbidaé6.pth

The model and loaded state dict do not match exactly

size mismatch for backbone.layer1.@.convl.weight: copying a param with shape torch.size([64 , 3, 3]) from checkpoint, the shape in current mode
torch.size([64, 64, 1, 1]).
e mismatch for backbone.layerl.1.convl.weight: copying a param with shape torch.Size([64, 64, 3, 3]) from checkpoint, the shape in current mode
torch.size([64, 256, 1, 1]).
e mismatch for backbone.layer2.0.convi.weight: copyin m with shape torch.

after_test_epoch:

(VERY_HIGH ) RuntimeInfoHook

(NORMAL ) IterTimerHook
NORMAL) LoggerHook

after_test:
(VERY_HIGH ) RuntimeInfoHook

LoggerHook

- mmengine - IN - Epoch(test) [100/100] eta: 0:00:00 time: 0.0530 data_time: 0.0009
05/81 12:46:16 - mmengine - INFO - Epoch(test) [106/100] accuracy/topl: 0.0000 accuracy/top5: 0.0000 data time: 0.0020 time: 0.0631
root@ken-virtualBox: /workspace#




# Pytorch2onnx

python3 rcar_mmlab/run.py configs/onnx.py ¥
${MODEL_CFG} # ${MODEL_URL} #
--deploy-cfg-options 'subset=100'

root@ken-VirtualBox: /workspace# python3 rcar_mmlab/run.py configs/onnx.py \
> ${MODEL_CFG} \
> S{MODEL_URL} Y\
> --deploy-cfg-options 'subset=100
fworkspace/rcar_mmlab/config/mlflow_integration.py:49: UserWarning: downloaded file resneti18_8xb32_inik_28210831-fbbbida6.pth is already exist.
ip downloading.
warnings.warn(f"downloaded file {dst_filename} is already exist. skip downloading.
INFO:rcar_mmlab.model_convert.auto:convert: ['torch2onnx']
INFO:rcar_mmlab.model_convert. torch2onnx art torchzonnx
- Failed to search registry with scope "mmpretrain” in the "Codebases" registry tree. As a workaround, the cur
registry in "mmdeploy" is used to build instance. This may cause unexpected failure when running the built modules. Please check
whether "mmpretrain” is a correct scope, or whether the registry is initialized.
05/81 13:02:39 - mmengine - - Failed to search registry with scope "mmpretrain" in the "mmpretrain_tasks" registry tree. As a workaround,
the current "mmpretrain tasks istry in "mmdeploy" is used to build instance. This may cause unexpected failure when running the built modules.
after_run
(BELOW_NORMAL) LoggerHook

02:56 - mmengine - IN - Epoch(test) [100/100] eta: 0:00:00 time: 0.0569 data_time: 0.0010
05/01 13:02:56 - mmengine - IN - Epoch(test) [100/100] accuracy/topl: 0.0000 accuracy/top 0.0000 data_time: 0.0046 time: 0.0712
root@ken-VvirtualBox: /workspa

# R-Car ORT Quantizer

python3 rcar_mmlab/run.py configs/v4h/quant_onnx.py #
${MODEL_CFG} #
Jwork_dir/end2end_sim.onnx W

--deploy-cfg-options 'subset=100'

root@ken-virtualBox: /workspace# python3 rcar_mmlab/run.py configs/v4h/quant_onnx.py \

> S{MODEL_CFG} \

> ./work_dir/end2end_sim.onnx \

> deploy-cfg-options 'subset=100'

INFO:rcar_mmlab.model_convert.auto:convert: ['quantize_on 1

INFO:rcar_mmlab.model_convert.quantize_onnx:Start quantize_onnx

INFO:rcar_mmlab.model_convert.quantize_onnx:quantization config: {'backend': 'rcar_ort_quantizer', 'dataset_samples': 100, 'calib_data_root': None|
, 'save_calib_data': False}

05/61 13:11:22 - mmengine - W 1 ailed to search registry with scope "mmpretrain" in the "Codebases" registry tree. As a workaround, the cur
rent "Codebases" registry in "mmdeploy" is used to build instance. This may cause unexpected failure when running the built modules. Please check

whether "mmpretrain" is a correct scope, or whether the registry is initialized.

05/61 13:11:22 - mmengine - | I - Failed to search registry with scope "mmpretrain" in the "mmpretrain_tasl registry tree. As a workaround,
the current "mmpretrain_tasks" registry in "mmdeploy" is used to build instance. This may cause unexpected failure when running the built modules.
Please check whether mpretrain” is a correct scope, or whether the registry is initialized.

INFO:rcar_mmlab.model_convert.quantize_onnx:Args for quantize_static: {}

[info] /backbone/relu/Relu may be fused into /backbone/convi/Conv

[info] /backbone/maxpool/MaxPool may be fused into /backbone/relu/Relu

[info] /backbone/layeri/layeri.@/relu/Relu may be fused into /backbone/layeri/layeri.e/convi/Conv
[info] /backbone/layerl/layer1.0/relu_1/Relu may be fused into /backbone/layer1/layerl.@/conv2/Conv
[info] /backbone/layeri/layer1.0/relu_2/Relu may be fused into /backbone/layeri/layer1.e/Add

after_run:

(BELOW_NORMAL) LoggerHook

05/81 13:11:52 - mmengine - INFO - Epoch(test) [100/100] eta: 0:00:00 time: 0.0631 data_time: 0.0009

05/01 1 52 - mmengine - IM Epoch(test) [100/100] accuracy/topl: 0.0000 accuracy/top5: 0.0000 data_time: 0.0034 time: 0.0762
root@ken-VirtualBox: /workspace# [l

# TVM (CPU) on x86_64
python3 rcar_mmlab/run.py configs/tvm.py #

${MODEL_CFG}
$PWD/work_dir/quantized_onnx/end2end_sim_guant.onnx
--deploy-cfg-options 'subset=100'



root@ken-VirtualBox: /fworkspace# python3 rcar_mmlab/run.py configs/tvm.py \
> S${MODEL_CFG} \
> $PWD/work_dir/quantized_onnx/end2end_sim_quant.onnx \
> --deploy-cfg-options 'subset=100
Jworkspace/rcar_mmlab/model_convert/auto.py:54: UserWarning: input med is already quantized. skip quantization...
warnings.warn("input model is already quantized. skip quantization..
rcar_mmlab.model_convert.auto:convert: ['onnx2tvm']
car_mmlab.model_convert.onnx2tvm:Start onnx2tvm
totvm:Download pre-tuned parameters package from https://raw.githubusercontent.com/tlc-pack/tophub/main/tophub/1lvm_v@.04.1log

INFO:download:Downloading from url https://raw.githubusercontent.com/tLlc-pack/tophub/main/tophub/1lvm_v0.04.1l0g to /root/.tvm/tophub/llvm_v0.84.lo

9
WARNING:autotvm:0ne or more operators have not been tuned. Please tune your model for better performance. Use DEBUG logging level to see more deta
ils.

INFO:rcar_mmlab.model_convert.onnx2tw ccessfully exported TvM model for ['llvm']: ['/workspace/work_dir/tvm/end2end_sim_quant.tar"']
rcar_mmlab.evaluate.tvm_benchmar art latency evaluation

= 529.510514 ms, max 529.510514 ms, avg = 529.510514 ms, std = 0.0
= 0.0 ms, max = 6.0 ms, avg = 8.0 ms, std = 0.0

after_run:

(BELOW_NORMAL) LoggerHook

Jopt/venv/lib/python3.8/site-packages/torch/utils/data/dataloader.py:554: UserWarning: This Dataloader will create 5 worker processes in total. Ou

r suggested max number of worker in current system is 2, which is smaller than what this DatalLoader is going to create. Please be aware that exces

sive worker creation might get Dataloader running slow or even freeze, lower the worker number to avoid potential slowness/freeze if necessary.
warnings.warn(_create_warning_msg(

05/01 13 17 - mmengine - FO - Epoch(test) [100/100] eta: 0:00:00 time: 0.6392 data_time: 0.0009

05/01 13 17 - mmengine - FO - Epoch(test) [100/100] accuracy/topl: 0.0000 accuracy/top5: ©.0080 data_time: ©.0039 time: 0.6488

root@ken-VirtualBox: fworkspace# [I

Workaround

export MODEL_CFG, MODEL_URL & =82 & EZ0| CIREE

# &= 42
export MODEL_CFG="https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_inTk.py'
export MODEL_URL="https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-fbbb1da6.pth’

# jm=E CH2E2 F export
export MODEL_CFG="/workspace/mmpretrain/configs/resnet/resnet101_8xb32_in1k.py'
export MODEL_URL='/workspace/resnet18_8xb32_in1k_20210831-fbbb1da6.pth'

#MODEL_CFG
gitoE 2 CIREC
EAHMHYZ /workspace EL 0| git clone

git clone https://github.com/open-mmlab/mmpretrain.git

-virtualBox: /workspace# git clone https://github.com/open-mmlab/mmpretrain.git
into 'mmpretrain’
e: Enumerating objects: 17495, done.
: Counting objects: 100% (153/153), done
Compressing objects: 106% (98/98), done.
: Total 17495 (delta 62), reused 118 (delta 53), pack-reused 17342
ing objects: 106% (17495/17495), 13.82 MiB | 9.81 MiB/s, done.
Resolving deltas: 100% (12149/12149), done.
root@ken-VirtualBox: /workspace# ls
HyCo_Model_Configs.xlsx kubernetes_config.json
MLProject latency_models.csv resnet18_8xb32_inik_20210831-fbbbidas.pth
README .md
RenesasUserConfig.json pyproTeccrtol
root@ken-VirtualBox: /workspace# I

Mmpretrain 20 Z2 9 s ot =9l
/workspace/mmpretrain/mmpretrain/configs/resnet/resnet18_8xb32_in1k.py

root@ken-VirtualBox: /workspace/mmpretrain/mmpretrain/configs/resnet# pwd
/workspace/mmpretrain/mmpretrain/configs/resnet
root@ken-VirtualBox: /workspace/mmpretrain/mmpretrain/configs/resnet# 1s

resneti18 8xb32 inik.py
fooLgken-vii tualoox: jworkspace/mmpretrain/mmpretrain/configs/resnet# I




#MODEL_URL

Z0 0|52 (/workspace) CHREE

cd /workspace/

wget https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-
fobb1dab.pth

fworkspace# wget https://download.openmmlab.com/mmclassification/ve/resnet/resnet18_8xb32_inlk_20210831-fbbbida6.pth
--2024-065-062 O7:27:52-- https://download.openmmlab.con/mmclassification/ve/resnet/resnet18_8xb32_inik_26216831-fbbbida6.pth
Resolving download.openmmlab.com (download.openmmlab.com)... 39.125.80.37, 39.125.80.43, 39.125.88.36,
Connecting to download.openmmlab.com (download.openmmlab.com)|39.125.80.37]:443... connected.
HTTP request sent, awaiting response... 200 OK
Length: 46854589 (45M) [application/octet-stream]

Saving to: 'resnet18_8xb32_inlk_20210831-fbbbida6.pth.1
resnet18 8xb32_inlk_20210831-fbbbldaé.pth.1 10 44.68M 11.2MB/s

2024-05-02 07:27:56 (11.2 MB/s) - 'resnet18_8xb32_inlk_26216831-fbbbldaé.pth.1' saved [46854589/46854589]

root@ken-VirtualBox: /workspace# [

resnet18_8xb32_in1k_20210831-fobb1da6.pth Lt 20l

esnet/resnet101 8xb32_inik.py'
0210831- fbbb1das. pth"
DEL_CFG} S{MODEL_URL} --deploy-cfg-options '

und, the current
pretrain” is a correct

ry with etrain” i e "mmpretrain_ta istry . worka , cur
d to build instance. This may cau ected failure when running the built r 3 pretrain”
i lized
n ta may be duplicated without
da k H H H 47: 4 :H ELH 0: 2, 61: 4, 81: 3, 89:

) IterTimerHook
) VvisualizationHook
(BELOW_NORMAL ) LDgg:rHDDk

after_test_epocl

(VERY_HIGH ) RuntimeInfoHook
(NORMAL ) IterTimerHook
(BELOW_NORMAL) LoggerHook

after_test
(VERY_HIGH ) RuntimeInfoHook

after_rul
(BELOW_NORMAL) LoggerHook

Epoch(test) [160/108]  eta: 0:00:00 time: 0.8597 data_time
- Epoch(test) [100/106]  accuracy/topl: ©.6066 accuracy/top5: 0.0666 data_time: ©.0023 time: 6.6706

# Docker O|O|X| XZt

docker images

root@ken-vVirtualBox: /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# docker images
REPOSITORY TAG IMAGE ID CREATED SIZE
rcar-mmlab-v4h root Bcc35bf25256 20 hours ago 17.2GB
rcar-mmlab-v4h latest b5e226b8bd25 20 hours ago 17.2GB
<none= f46ffel71abs ks ago 17.2GB
<none 3d4453bsfeaz eeks ago 17.2GB

<none 1ca343537308 eeks ago 17.2GB
<none= df3e966T9676 eeks ago 17.2GB
<none= 054396a80836 eeks ago 17.2GB
<none= efc7bb728dbs eeks ago 17.2GB
<none= bfeed7edc913 ; ago 17.2GB
;opt}rcar x0sfv3.24. Oftools}hyco}models rcar_mmlab/docker# I

docker save -0 v4h_hyco_docker.tar Occ35bf25256

root@Ubutu20:~/ken/rcar-xos_hyco_v3.24.0_addon_20240401/rcar-
x0s/v3.24.0/tools/hyco/models/rcar_mmlab/docker# docker save -o v4h.tar 7cabcc78c663



# Docker O|0|X| 2E

Docker load < filename.tar

root@Ubuntu20: /media/sf_D_DRIVE/working/hyco# docker load < v4h_hyco_docker.tar

6c3e7df31590: Loading layer 75.17MB/75.17MB
851dfeb18192: Loading layer 18.91MB/18.91MB
33e57ea5b30a: Loading layer 150.7MB/150.7MB

86f0cc586e78: Loading layer 3.072kB/3.072kB
f344bo8ffec5: Loading layer ] 18.94kB/18.94kB
dbd5b7f451e3: Loading layer 2.89GB/2.418GB

<=9Q> O|0|X|] EEZ
docker images E ID & ZQIgfL|Ct. 2|11 Of2{et Z0| tag E HASFZLICH
docker tag 0cc35bf25256 rcar-mmlab-v4h:root

root@ubuntu2e: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# docker tag @cc35bf25256 rcar-mmlab-v4h:root
root@Ubuntu20: fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# docker images

REPOSITORY TAG IMAGE ID CREATED SIZE

rcar-mmlab-v4h root ©cc35bf25256 25 hours ago 17.2GB

=7 A

root@ubuntu2e: fopt/rcar-xos/v3.24.08/tools/hycofmodels/rcar_mmlab/docker# docker tag 0cc35bf25256 rcar-mmlab-vah:root
root@Ubuntu26: /opt/rcar-xos/v3.24.0/tools /hyco/models/rcar_mmlab/docker# docker images
REPOSITORY TAG IMAGE ID CREATED
rcar-mmlab-v4h _ root 0cc35bf25256 25 hours aao 2GB
root@Ubuntu26: Jopt/rcar-xos/v3.24.08/tools /hyco/models/rcar_mmlab/docker# ./run.sh
CEVA_TOOLBOX_ROOT: /opt/CEVA-ToolBox/V22
IR_PATH: /fopt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/data
docker_args: --shm-size=8G --netshost -it --rm --name rcar-mmlab-v4h-root -v /Jopt/rcar-xos:/opt/rcar-xos -v [opt/rcar-xos/v3.24.8/tools/hyco/models/rcar_mmlab: /w
orkspace -v fopt/CEVA-ToolBox/V22:/opt/ceva-toolbox -e CEVA_TOOLBOX_ROOT=/opt/ceva-toolbox -v fopt/rcar-xos/v3.24.8/tools/hyco/models/rcar_mmlab/data: /workspace/
data

CUDA Version 11.8.0

Container image Copyright (c) 2016-2023, NVIDIA CORPORATION & AFFILIATES. ALl rights reserved.

This container image and its contents are governed by the NVIDIA Deep Learning Container License.

By pulling and using the container, you accept the terms and conditions of this license:
https://developer.nvidia.com/ngc/nvidia-deep-learning-container-license

A copy of this license is made available in this container at /NGC-DL- TAINER-LICENSE for your convenience.
WARNING: The NVIDIA Driver was not detected. GPU functionality will not be available.

Use the NvII ontainer Toolkit to start this container with GPU support; see
https://docs.nvidia.com/datacenter/cloud-native/ .

root@Ubuntu2e: /workspacet ||

Case 1:

export MODEL_CFG="https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_inTk.py'
export MODEL_URL="https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-
fobb1dab.pth'

My

python3 rcar_mmlab/run.py configs/pytorch.py ${MODEL_CFG} ${MODEL_URL} --deploy-cfg-options 'subset=100'
21t

Jopt/venv/lib/python3.8/site-packages/torch/utils/data/dataloader.py:554: UserWarning: This Dataloader will create 5 worker processes in total. Our suggested max
number of worker in current system is 4, which is smaller than what this Dataloader is going to create. Please be aware that excessive worker creation might get
Dataloader running slow or even freeze, lower the worker number to avoid potential slowness/freeze if necessary.

warnings.warn(_create_warning_msg(

©5/62 13:58:15 - mmengine - Epoch(test) [106/188] eta: ©:00:60 time: 0.0609 data_time: 0.8611
©5/62 13:58:15 - mmengine - Epoch(test) [106/108] accuracy/topl: 8.8000 accuracy/top5: 1.6860 data_time: ©.8022 time: ©.0658
Ubuntu2e: /workspace#

Case 2:

export MODEL_CFG="/workspace/mmpretrain/configs/resnet/resnet101_8xb32_in1k.py’

export MODEL_URL="/workspace/resnet18_8xb32_in1k_20210831-fbbb1da6.pth’

A3

python3 rcar_mmlab/run.py configs/pytorch.py ${MODEL_CFG} ${MODEL_URL} --deploy-cfg-options ‘subset=100'

21



root@Ubuntu20: /workspace# export MODEL_CFG='/workspace/mmpretrain/configs/resnet/resnet101_8xb32_inik.py'
root@Ubuntu20: /workspace# export MODEL_URL='/workspace/resnet18_8xb32_inik_20216831-fbbbidaé.pth"
root@ubuntu20: /workspace# python3 rcar_mmlab/run.py configs/pytorch.py ${MODEL_CFG} ${MODEL_URL} --deploy-cfg-options 'subset=100'
INFO:rcar_mmlab.model_convert.auto:convert: []
INFO:rcar_mmlab.evaluate.mmlab:Start evaluate
05/02 14:06:50 - mmengine - G - Failed to search registry with scope "mmpretrain” in the "Codebases" registry tree. As a workaround, the current "Codebases
" registry in "mmdeploy” is used to build instance. This may cause unexpected failure when running the built modules. Please check whether "mmpretrain” is a corr
ect scope, or whether the registry is initialized.
05/62 14:06:56 - mmengine - ING - Failed to search registry with scope "mmpretrain” in the "mmpretrain_tasks" registry tree. As a workaround, the current "mm
pretrain_tasks" registry in "mmdeploy” is used to build instance. This may cause unexpected failure when running the built modules. Please check whether "mmpretr
ain" is a correct scope, or whether the registry is initialized.
WARNING:rcar_mmlab.evaluate.mmlab:Evaluation data may be duplicated without subset_use_sample=True option
WARNING: rcar_mmlab.evaluate.mmlab:duplicates exist in evaluation_data. key=index,val=num {84: 3, 75: 3, 25: 2, 47: 4, 58: 3, 90: 3, 50: 2, 61: 4, 81: 3, 89: 3, 1
2, 91: 2, 96: 3, 86: 2, 86: 2, 54: 4, 39: 2, 2, 32: 2, 87: 2, 44: 2, 8: 3, 78: 2, 57: 2, 18: 2, 92: 2}
Jopt/venv/lib/python3.8/site-packages/torch/utils/data/dataloader.py:554: UserWarning: This Dataloader will create 5 worker processes in total. Our suggested max
number of worker in current system is 4, which is smaller than what this DatalLoader is going to create. Please be aware that excessive worker creation might get
DataLoader running slow or even freeze, lower the worker number to avoid potential slowness/freeze if necessary.
warnings.warn({_create_warning_msg(
Loads checkpoint by local backend from path: /workspace/resnet18_8xb32_inik_20216831-fbbbida6.pth
The model and loaded state dict do not match exactly

after_run:
(BELOW_NORMAL) LoggerHook

Jopt/venv/1ib/python3.8/site-packages/torch/utils/data/dataloader.py:554: UserWarning: This Dataloader will create 5 worker processes in total. Our suggested max
number of worker in current system is 4, which is smaller than what this Dataloader is going to create. Please be aware that excessive worker creation might get
DataLoader running slow or even freeze, lower the worker number to avoid potential slowness/freeze if necessar

warnings.warn(_create_warning_msg(
05/62 14:06:58 - mmengine - INFO - Epoch(test) [166/100] eta: 0:00:00 time: ©.0609 data_time: ©.0609
©5/02 14:06:58 - mmengine - INFO - Epoch(test) [166/160] accuracy/topl: 6.6000 accuracy/top5: 1.6660 data_time: ©.8826 time: 0.0694
root@Ubuntu20: /workspace# I

# Docker A X
sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-agent software-properties—common
cur | —fsSL https://download.docker .com/|inux/ubuntu/gpg | sudo apt-key add -

sudo add-apt-repository "deb [arch=amd64] https://download.docker.com/ | inux/ubuntu $(Isb_release -
cs) stable"

sudo apt-get update

sudo apt-get install docker-ce docker-ce-cli containerd.io

# B



