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Step 1- Install the R-Car SDK on Linux PC 

Version: sdk1_v3.24.0 

참조문서: R-CarV4H_V4M_V3H_V3M_SDK_StartupGuide.pdf 

환경: (Ubuntu20.04, 64bit) 

필요 파일 (한 폴더에 복사할 것) 

rcar-xos_platform-sdk1_v3.24.0_release.sh 

rcarxos_tool_e2studio_ubuntu_v3.24.0 _release.tar.gz 

rcarxos_tool_yocto_linux_v3.24.0_release.tar.gz 

rcarxos_tool_poky_toolchain_ubuntu_v 3.24.0_release.tar.gz 

 

SDK 파일 공유링크 

https://nas.uniquest.kr:5001/sharing/dOjEemhCd 

pass: hyco 

SDK 설치경로 : /opt/rcar-xos 

# additional tools 설치 

sudo apt update && sudo apt install -y p7zip-full p7zip-rar 

 

# SDK 설치 

./rcar-xos_platform-sdk1_v3.24.0_release.sh 

 

경로 /opt 

https://nas.uniquest.kr:5001/sharing/dOjEemhCd


 

Poky install 

 

E2studio install 

 

Yocto Linux RootFS, Image, DTB install 

 

CVe Toolchain install 

 

Cmake install 

 

Build-essential install 

 



# Finished 

 

# 환경변수 설정 (Set PATH environment) 

export SDKROOT=<installation_root>/rcar-xos/v3.24.0/tools/toolchains/poky 

export PATH=$PATH:<installation_root>/rcar-xos/v3.24.0/tools/ cmake-3.21.0-linux-x86_64/bin:<installation_root>/rcar-xos/v3.24.0/tools/make 

export LD_LIBRARY_PATH=<installation_root>/rcar-xos/v3.24.0/sw/x86_64-gnulinux/lib:${LD_LIBRARY_PATH} 

또는 

> cd <installation_root>/rcar-xos/v3.24.0/ > chmod +x ./setenv.sh 

> source setenv.sh 

 

Step 2- Install Ceva-DSP Package on Linux PC 

Version: CEVA-SensPro_V22.0.2.GA 

참조문서: R-Car-V4x_HyCo_L_UserManual.pdf 

환경: (Ubuntu20.04, 64bit) 

필요 파일  

CEVA-SensPro_V22.0.2.GA.jar 

SDK 파일 공유링크 

https://nas.uniquest.kr:5001/sharing/ia6IX503S 

pass: hyco 

# install dependent packages 

apt install libx11-6:i386 g++-multilib openjdk-8-jdk 

 

https://nas.uniquest.kr:5001/sharing/ia6IX503S


# run the installer (CEVA SDT license is needed) 

/usr/lib/jvm/java-8-openjdk-amd64/bin/java -jar </path/to/CEVA-SensPro_V22.X.X.RC.jar> 

 

 

경로: /opt/CEVA-ToolBox/V22/SensPro 

 

설치완료 

 



 

 

Step 3- Install TVM Package on Linux PC 

Version: CEVA-SensPro_V22.0.2.GA 

참조문서: R-Car-V4x_HyCo_L_UserManual.pdf/20240411_HybridCompiler_workshop_Mobis.pdf 

환경: (Ubuntu20.04, 64bit) 

# Install RDL 

필요 파일  

rdl.tar.gz 

https://nas.uniquest.kr:5001/sharing/weTmyvzUI 

pass: hyco 

mkdir -p /opt/ceva-cdnn : 확인이 필요함. 해당 폴더가 현재 없어서 강제로 만듦 

sudo tar xvf rdl.tar.gz -C /opt/ceva-cdnn/ --strip-components=1 

https://nas.uniquest.kr:5001/sharing/weTmyvzUI


 

# INSTALL R-CAR DKL 

필요 파일  

rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz 

rcardkl-0.1.0.dev37878a84e0991-senspro_profile.tar.gz 

rcardkl-0.1.0.dev37878a84e0991-x86_64.tar.gz 

공유링크 

https://nas.uniquest.kr:5001/sharing/PGrmdnBvU 

pass: hyco 

mkdir -p /opt/rcardkl/senspro_profile (확인이 필요함. 해당 폴더가 현재 없어서 강제로 만듦) 

tar xvf rcardkl-0.1.0.dev37878a84e0991-senspro_profile.tar.gz -C /opt/rcardkl/senspro_profile --

strip-components=1 

 

# Install Hybrid Compiler (HyCo) add-on package for R-Car SDK  

필요 파일  

rcar-xos_hyco_v3.24.0_addon_20240401.zip 

 

https://nas.uniquest.kr:5001/sharing/PGrmdnBvU


공유링크 

https://nas.uniquest.kr:5001/sharing/M35QFJ8t5 

pass: hyco 

# 압축을 풀고 기존 R-Car SDK에 복사(overwrite)한다 

폴더 구조 

rcar-xos/ 

    <sdk ver>/ 

        docs/ 

            sw/ 

                hyco/ 

                    release_note/  

                        R-Car-V4x_HyCo_L_ReleaseNote.docx 

                    user_manual/ 

                        R-Car-V4x_HyCo_L_UserManual.pdf 

        tools/ 

            hyco/ 

                model.tar.bz2 

                sw.tar.bz2 

 

 

 

#해당 경로에 압축파일을 풀어준다 

/opt/rcar-xos/v3.24.0/tools/hyco 

tar xvf sw.tar.bz2 

 

tar xvf models.tar.bz2 

https://nas.uniquest.kr:5001/sharing/M35QFJ8t5


 

# v4h.Dockerfile 파일수정 -1 

root@ken-VirtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# vim v4h.Dockerfile 

72 ~ 74 Line 주석처리 

 

# v4h.Dockerfile 파일수정 -2 

해당 폴더에 있는 패키지 파일명으로 도커파일 수정 

/opt/rcar-xos/v3.24.0/tools/hyco/sw/tvm_package/build 

tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux_x86_64.whl 

 

v4h.Dockerfile 에서 아래처럼 수정 

ARG TVM_PACKAGE_VERSION=0.14.0.dev2+ga39635c7a 

COPY docker/install/tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux_x86_64.whl /tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-

cp38-linux_x86_64.whl 

RUN python3 -m pip install  --no-cache-dir  /tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux_x86_64.whl 



 

# adduser.Dockerfile 파일수정 -3 

vim adduser.Dockerfile 

9~12 라인 주석처리 

 

 

# run.sh 파일수정 -1  

28-40 라인 GPU 관련 주석처리 

 



 

# run.sh 파일수정 -2 

R-Car SDK 폴더 도커 실행 시 SDK 설치 폴더 볼륨 마운트 추가 

docker_args=( 

    --shm-size=8G 

    --net=host 

    -it --rm 

    --name "$container" 

    -v /opt/rcar-xos:/opt/rcar-xos 

) 

 

Step 4- Build and run a Docker image for R-Car MMLab 

# 경로이동 

cd /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker 

 



# DATA 파일 오버라이트 

필요파일 : DATA.ZIP 

공유링크 

https://nas.uniquest.kr:5001/sharing/i4WJinkmM 

pass: hyco 

data.zip 파일을 /opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/data 에 overwrite 해준다 

예) coco의 경우 아래와 같은 파일 구조로 복사되면 됨 

 

 

아래의 인자를 추가해준다 

export CEVA_TOOLBOX_ROOT="/opt/CEVA-ToolBox/V22" 

  

Note: CEVA-ToolBox, DATA 의 경로를 확인할 것 

 

 

 

 

 

 

https://nas.uniquest.kr:5001/sharing/i4WJinkmM


# 필요파일 복사 

opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker/install 

폴더에  

rcardkl-0.1.0.dev37878a84e0991-senspro.tar.gz 

rcardkl-0.1.0.dev37878a84e0991-x86_64.tar.gz 

rcar_ort_quantizer-0.6.0.tar.gz 

tvm_rcar_v4h2-0.14.0.dev2+g31d025bdb-cp38-cp38-linux_x86_64.whl 

를 복사한다 

공유링크 

https://nas.uniquest.kr:5001/sharing/5yHAzIQfg 

pass: hyco 

 

 

 

 

 

 

 

 

 

https://nas.uniquest.kr:5001/sharing/5yHAzIQfg


# Docker Build 

 

Note: build 에러 발생시 Pre-build 된 도커 파일을 사용 -> 이 문서 Index의 Pre-build Docker 

Image를 사용하여 도커를 Load 함 

# Docker Run 

도커를 실행합니다. 

root@ken-VirtualBox:/opt/rcar-xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# ./run.sh 

Note: 실행이 되면 아래와 같은 초기화면이 나옵니다. 도커실행후 디렉토리는 default 로 

workspace 로 이동된다. 

root@ken-VirtualBox:/workspace# 

 

 



# EVALUATE PRE-TRAINED PYTORCH MODEL 

아래의 인자를 export  

export MODEL_CFG='https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_in1k.py' 

export MODEL_URL='https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-fbbb1da6.pth' 

그리고 PRE-TRAINED PYTORCH MODEL 를 실행. 

Note: 외부 Internet 접속 제한으로 문제 발생시 -> 이 문서 첫장 Index Workaround 항목 참고 

python3 rcar_mmlab/run.py configs/pytorch.py \ 

${MODEL_CFG} \ ${MODEL_URL} \ 

--deploy-cfg-options 'subset=100' 

실행&실행결과 

 

 

 

 

 

 

 

 



# Pytorch2onnx 

python3 rcar_mmlab/run.py configs/onnx.py \ 

${MODEL_CFG} \ ${MODEL_URL} \ 

--deploy-cfg-options 'subset=100' 

 

 

# R-Car ORT Quantizer 

python3 rcar_mmlab/run.py configs/v4h/quant_onnx.py \ 

${MODEL_CFG} \ 

./work_dir/end2end_sim.onnx \ 

--deploy-cfg-options 'subset=100' 

 

 

 

 

 

# TVM (CPU) on x86_64 

python3 rcar_mmlab/run.py configs/tvm.py \ 

${MODEL_CFG} \ 

$PWD/work_dir/quantized_onnx/end2end_sim_quant.onnx \ 

--deploy-cfg-options 'subset=100' 



 

 

 

 

 

Workaround 

export MODEL_CFG, MODEL_URL 를 수동으로 로컬에 다운로드 

 

# 기존 경로 

export MODEL_CFG='https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_in1k.py' 

export MODEL_URL='https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-fbbb1da6.pth' 

 

# 매뉴얼로 다운받은 뒤 export  

export MODEL_CFG='/workspace/mmpretrain/configs/resnet/resnet101_8xb32_in1k.py' 

export MODEL_URL='/workspace/resnet18_8xb32_in1k_20210831-fbbb1da6.pth' 

#MODEL_CFG 

git 으로 로컬 다운로드 

도커실행후 /workspace 폴더에 git clone 

git clone https://github.com/open-mmlab/mmpretrain.git 

 

Mmpretrain 폴더 경로 및 해당 파일 확인 

/workspace/mmpretrain/mmpretrain/configs/resnet/resnet18_8xb32_in1k.py 

 



 

#MODEL_URL 

폴더이동후(/workspace) 다운로드 

cd /workspace/ 

wget https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-

fbbb1da6.pth 

 

resnet18_8xb32_in1k_20210831-fbbb1da6.pth 파일 확인 

 

#실행결과 

 

 

 

 

# Docker 이미지 저장 

docker images  

 

docker save -o v4h_hyco_docker.tar 0cc35bf25256 

 

root@Ubutu20:~/ken/rcar-xos_hyco_v3.24.0_addon_20240401/rcar-

xos/v3.24.0/tools/hyco/models/rcar_mmlab/docker# docker save -o v4h.tar 7cabcc78c663 

 



# Docker 이미지 로드 

Docker load < filename.tar 

 

<중요> 이미지 로드후  

docker images 로 ID 를 확인합니다. 그리고 아래와 같이 tag 를 변경해줍니다. 

docker tag 0cc35bf25256 rcar-mmlab-v4h:root 

 

도커 실행 

 

Case 1 :  

export MODEL_CFG='https://github.com/open-mmlab/mmpretrain/blob/1.0.0/configs/resnet/resnet101_8xb32_in1k.py' 

export MODEL_URL='https://download.openmmlab.com/mmclassification/v0/resnet/resnet18_8xb32_in1k_20210831-

fbbb1da6.pth' 

실행 

python3 rcar_mmlab/run.py configs/pytorch.py ${MODEL_CFG} ${MODEL_URL} --deploy-cfg-options 'subset=100' 

결과 

 

 

Case 2: 

export MODEL_CFG='/workspace/mmpretrain/configs/resnet/resnet101_8xb32_in1k.py' 

export MODEL_URL='/workspace/resnet18_8xb32_in1k_20210831-fbbb1da6.pth' 

실행 

python3 rcar_mmlab/run.py configs/pytorch.py ${MODEL_CFG} ${MODEL_URL} --deploy-cfg-options 'subset=100' 

결과 



 

 

 

 

# Docker 설치 

sudo apt-get update 

 

sudo apt-get install apt-transport-https ca-certificates curl gnupg-agent software-properties-common 

 

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key add - 

 

sudo add-apt-repository "deb [arch=amd64] https://download.docker.com/linux/ubuntu $(lsb_release -

cs) stable" 

 

sudo apt-get update 

 

sudo apt-get install docker-ce docker-ce-cli containerd.io 

 

# 끝 


